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Key Messages
What Is the Issue?

• Stroke is a sudden loss of neurologic function caused by poor or interrupted blood flow within the 
brain. It is 1 of the leading causes of death and a major cause of disability in Canada. For patients 
with suspected stroke, prompt evaluation using CT imaging and other tests can help to determine the 
type of stroke, to assess the severity of damage, and to guide treatment decisions.

• RapidAI is an artificial intelligence (AI)–enabled software platform that facilitates the viewing, 
processing, and analysis of CT images to aid clinicians in assessing patients with suspected stroke. 
Understanding the potential benefits and harms of using RapidAI is important to clarify its role in 
stroke detection.

What Did We Do?
• We sought to identify, synthesize, and critically appraise literature evaluating the effectiveness, 

accuracy, and cost-effectiveness of RapidAI for detecting large-vessel occlusion (LVO) (i.e., ischemic 
stroke) and intracranial hemorrhage (ICH) (i.e., hemorrhagic stroke).

• We searched key resources, including journal citation databases, and conducted a focused internet 
search for relevant evidence published up to July 22, 2024. We screened citations for inclusion 
based on predefined criteria, critically appraised the included studies, narratively summarized the 
findings, and assessed the certainty of evidence. Our methods were guided by the Scottish Health 
Technologies Group’s health technology assessment (HTA) framework.

• We highlighted and reflected on the ethical and equity implications of using RapidAI for stroke 
detection, found in the clinical literature, integrating these considerations throughout the review.

• We engaged a patient contributor who had experienced a hemorrhagic stroke, to learn about her 
experience, perspectives, and priorities. Additionally, we incorporated feedback from clinical and 
ethics experts, the manufacturer, and other interested parties.

What Did We Find?
• We found 2 cohort studies and 11 diagnostic accuracy studies that assessed the effectiveness and 

accuracy of RapidAI for detecting stroke. Among these, 3 studies evaluated RapidAI as it is intended 
to be used in clinical practice (i.e., to complement clinician interpretation of CT images), while the 
remaining 10 studies assessed RapidAI as a standalone intervention.

• The patient contributor identified important outcomes for stroke care, including improving speed and 
accuracy of diagnosis, minimizing the damaging effects of stroke, and reducing mortality rates. She 
also highlighted ethical considerations regarding the use of AI in health care, such as providing data 
privacy and equitable access, as well as informing patients about the use of AI technologies in the 
care pathway.

• Low-certainty evidence suggests that evaluation of CT angiography images by Rapid LVO combined 
with clinician interpretation, compared to clinician interpretation alone, may result in clinically 
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important reductions in radiology-report turnaround time in patients with suspected stroke. For 
detecting ICH, low-certainty evidence suggests that Rapid ICH combined with clinician interpretation, 
using clinician interpretation as a reference standard, has a sensitivity of 92% (95% confidence 
interval [CI], 78% to 98%) and a specificity of 100% (95% CI, 98% to 100%). However, estimates 
of sensitivity and specificity for detecting LVO varied, based on studies using different modules of 
RapidAI as a standalone intervention, providing only indirect accuracy data.

• The effects of RapidAI on other time-to-intervention metrics, measures of physical and cognitive 
function, and response to therapy (e.g., reperfusion rates) were very uncertain. We did not identify 
any evidence on the effects of RapidAI on many important clinical outcomes, including patient harms, 
mortality, health-related quality of life, length of hospital stay, or health care resource implications.

• We did not find any studies on the cost-effectiveness of RapidAI for detecting stroke that met our 
selection criteria for this review.

• Ethical and equity considerations related to patient autonomy, privacy, transparency, access, 
and algorithmic bias have implications across the technology life cycle when using RapidAI for 
detecting stroke.

What Does This Mean?
• RapidAI has the potential to improve acute stroke care by creating efficiencies in the diagnostic 

process. However, the impact of RapidAI on many outcomes, including those that are important to 
patients, is uncertain due to limitations of the available evidence.

• To improve the certainty of findings, there is a need for evidence from robustly conducted studies at 
lower risk of bias that enrol diverse patient populations and measure outcomes that are important to 
patients, with improved reporting.

• The cost-effectiveness of RapidAI for stroke detection is currently unknown.

• In addition to the evidence on the effectiveness and accuracy of RapidAI for detecting stroke, 
decision-makers may wish to reflect on the ethical and equity considerations that arise during the 
deployment of AI-enabled technologies, such as those related to autonomy, privacy, transparency, 
and explainability of machine-learning models, and the need for considerations related to equity and 
access in their design, development, and deployment.

Context and Policy Issues
What Is Stroke?
Stroke, also known as cerebrovascular accident, is a life-threatening medical condition characterized 
by loss of neurologic function. Symptoms include numbness or weakness, difficulty speaking, dizziness, 
loss of vision, sudden trouble walking, and loss of balance or coordination.1 In Canada, stroke is 1 of the 
leading causes of death and a major cause of disability (e.g., limitations to physical functioning, sensory 



10/89

Context and Policy Issues

RapidAI for Stroke Detection: Main Report

impairment),2-4 with more than 100,000 stroke events resulting in hospital or emergency department 
presentations each year.5

Health care inequities exist in stroke incidence, prevalence, symptoms, quality of care, and outcomes across 
factors such as race, ethnicity, gender, sex, disability status, age, geographic location, and socioeconomic 
status.6-13 For instance, about 59% of stroke-related deaths in Canada occur in women, and women also tend 
to have worse outcomes after stroke than men.11,12 Regarding geographic location, data from 2007 to 2011 
indicate that rural hospitals in Canada have significantly higher 30-day in-hospital mortality rates following 
stroke compared to urban academic hospitals and the national average.14

Strokes are classified as either ischemic or hemorrhagic. Ischemic strokes, the most common type, occur 
when a blood vessel supplying the brain becomes blocked or clogged, impairing blood flow.15 Hemorrhagic 
strokes occur when a blood vessel ruptures, causing bleeding into the brain.15

What Is the Current Practice?
Acute stroke assessment involves prompt and comprehensive evaluation of individuals suspected of having 
a stroke to determine the type of stroke, the severity of symptoms, and their eligibility for specific treatments. 
It typically includes an assessment of the individual’s medical history, physical examination (e.g., heart rate 
and rhythm, blood pressure, temperature, oxygen saturation), neurologic examination, laboratory tests (e.g., 
blood work including electrolyte levels, random glucose levels, complete blood count, coagulation status, 
and creatinine levels), and cerebrovascular imaging with CT scans or MRI.16 Decision-making in stroke 
assessment is often facilitated by data-based software programs, such as image postprocessing software 
packages.17

Stroke diagnosis and intervention is time sensitive. The 2022 Canadian Stroke Best Practice 
Recommendations16 on acute stroke management emphasize the importance of performing neurovascular 
imaging and determining treatment eligibility without delay, as the potential benefits of stroke interventions 
and patient outcomes decline over time.18-20 Following ischemic stroke, an estimated 1.9 million neurons die 
every minute it remains untreated.18 Accurately determining whether a stroke is ischemic or hemorrhagic 
with neuroimaging studies, often CT scans, is crucial for selecting appropriate treatment options.15 Some of 
the main interventions for ischemic stroke include IV thrombolysis and mechanical thrombectomy, whereas 
hemorrhagic stroke treatments aim to control bleeding, reduce pressure on the brain, and prevent further 
complications.16,21 Misidentifying the type of stroke can lead to inappropriate treatments that may exacerbate 
the condition; for example, administering thrombolysis for a hemorrhagic stroke can worsen the bleeding.

What Is RapidAI and What Are Its Potential Benefits?
RapidAI (iSchemaView, Inc., Menlo Park, California) is an AI-enabled software platform that provides tools 
for various indications and uses, including stroke and cerebrovascular imaging. It includes a range of 
products that facilitate the viewing, processing, and analysis of CT images (including noncontrast CT, CT 
angiography, and CT perfusion) that can be used by clinicians to assist in assessing patients with suspected 
stroke and deciding appropriate treatment.22 RapidAI builds upon the original RAPID software, which was 
initially developed to automate and expedite the postprocessing of CT perfusion imaging and is widely 
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implemented in some jurisdictions, such as Ontario.23,24 By reducing the time needed to generate perfusion 
maps and improving information sharing among the clinical team, RapidAI supports faster clinical decision-
making and helps identify patients with ischemic stroke who may benefit from thrombectomy, even beyond 
the conventional 6-hour treatment window since symptom onset.25-29 More recently, the RAPID platform 
has expanded its suite of products to include several static AI-derived algorithms for evaluating the brain’s 
physiological status, such as Rapid ICH, Rapid ASPECTS, Rapid CTA, Rapid LVO, and Rapid HVS.22,30 
These algorithms are considered static because they remain fixed and unchanging after development 
through machine-learning processes, performing their tasks based on pre-established rules and training 
data. This differs from dynamic or adaptive algorithms, which continue to learn and update themselves 
based on new data over time. While RapidAI has numerous features and functionalities, what is relevant 
for this report is its capability to detect suspected ICH and LVO, which is used to inform stroke diagnosis. 
RapidAI is intended to complement, rather than replace, clinician interpretation of CT images and should 
be used as a supportive tool rather than a standalone diagnostic intervention.31 Potential benefits may 
include reducing crucial time intervals in stroke care, enhancing workflow efficiencies in emergency settings, 
improving stroke assessment in centres with limited access to stroke care specialists (e.g., in regional, rural, 
or remote communities without stroke centres and where nonstroke providers encounter stroke patients), 
and facilitating faster triage, decision-making, and treatment initiation, which could result in better patient 
outcomes and improved geographic equity in access to stroke care.

As of March 2024 (i.e., when we checked its regulatory status), RapidAI (version 4.9.2.1) is licensed for sale 
in Canada as a Class III medical device. The application runs on standard computers or virtual platforms 
integrated into existing radiology workflows and uses existing forms of cerebrovascular imaging and 
computer information systems (e.g., radiology information systems and picture archiving and communication 
systems [PACS]). It can be installed on a single server (virtual or physical) within the hospital firewall that 
can be remotely configured.32 While RapidAI should be compatible with every scanner make and model,32 
hospital sites may need to consider the age of their current MRI and CT scanners. With certain older 
scanners, patients may require 2 scans, because data cannot be obtained on the entire brain with a single 
data acquisition.

In terms of training, the manufacturer offers a combination of online training webinars and in-person vendor-
hosted sessions. These include clinical training for physicians (e.g., stroke neurologists, neurointerventional 
physicians, interventional radiologists, radiologists) on the automated software outputs, image interpretation, 
artifact recognition, and troubleshooting, as well as training for technologists on CT perfusion, automated 
software outputs, stroke CT perfusion protocol, IV placement, artifact recognition, and troubleshooting.24

Why Is It Important to Do This Review?
Globally, we are seeing an increase in medical devices relying on software incorporating AI.33 Given the 
inherent nature of AI as a disruptive technology in health care, its comprehensive assessment through HTA is 
essential to ensure that digital health technologies are adequately equipped to balance benefits and harms, 
while being interoperable and equitably accessible for people living in Canada.
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Canada’s Drug Agency (CDA-AMC) has recently established information-sharing and collaborative 
relationships with various organizations, including an international partnership with HTA bodies.34 From 
this partnership, CDA-AMC learned of the Scottish Health Technology Group’s evidence framework, which 
outlines an approach to digital HTA. This includes an HTA framework35 and Digital Technology Assessment 
Criteria as an add-on component.36 This review of RapidAI applied the Scottish Health Technology Group’s 
HTA framework.35 The accompanying implementation review applied the Digital Technology Assessment 
Criteria.36 The application of the Scottish framework allowed us to leverage existing work to ensure alignment 
and harmonization across organizations and to gain efficiency and sustainability. We plan to share our 
experiences with the framework and the criteria with the international partners.

Objective
To support decision-making about the use of RapidAI for the detection of stroke, this rapid review 
summarizes and critically appraises the available studies on the effectiveness, accuracy, and cost-
effectiveness of RapidAI to detect ICH and LVO.

Research Questions
1. What are the effectiveness and accuracy of RapidAI in stroke detection?
2. What is the cost-effectiveness of RapidAI in stroke detection?

Methods
Study Design
To inform the design of this review, we conducted an informal scoping search of existing literature. We 
identified several systematic reviews26,37-39 that assessed the use of imaging software with AI features for 
informing clinical decision-making in stroke; however, there was a lack of up-to-date systematic reviews that 
matched the scope of our research questions (e.g., no reviews were specific to RapidAI for stroke detection). 
Due to time and other resource constraints, we conducted a rapid review of primary studies and economic 
evaluations to address research questions 1 and 2. Our methods were documented in an a priori project plan 
and were guided by methodologic standards for Cochrane rapid reviews.40

To address health equity in our review process, we followed guidance outlined in the Cochrane Handbook for 
Systematic Reviews of Interventions.41

• We searched for and included nonrandomized studies, which may be more likely than randomized 
controlled trials to include diverse groups of patients, including members of equity-deserving groups.

• We included outcomes that were prioritized by the patient contributor and clinical and ethics experts 
who were consulted during this project. When data for prioritized outcomes were missing, we noted 
this as a limitation of the evidence.
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• We investigated subgroup effects, as informed by PROGRESS-Plus criteria,42,43 that were identified 
by the experts consulted during this project as important in the context of stroke care or AI.

• We used PROGRESS-Plus42,43 to guide data extraction and examine who may or may not have been 
represented in the included studies.

Our methods for this review were guided by the Scottish Health Technologies Group’s HTA framework.35 
When possible, we provided information addressing the items for each of the domains set out in the 
framework.35

This rapid review was conducted alongside an implementation review for AI-enabled medical devices.

Literature Review
Literature Search Methods
An information specialist conducted a literature search on key resources including MEDLINE, Embase, 
Scopus, the Cochrane Database of Systematic Reviews, the International HTA Database, the websites of 
major international health technology agencies and health technology agencies in Canada, as well as a 
focused internet search. The search approach was customized to retrieve a limited set of results, balancing 
comprehensiveness with relevance. The search strategy comprised both controlled vocabulary, such as 
the National Library of Medicine’s MeSH (Medical Subject Headings), and keywords. The search concept 
was developed based on the elements of the research questions and selection criteria. The main search 
concept was the technology, RapidAI. No search filters were applied to limit the retrieval by study type. The 
search was completed on April 23, 2024, with no date or language limits. Monthly search alerts updated the 
database literature searches until August 19, 2024. These searches were supplemented by reviewing the 
bibliographies of key papers (e.g., related systematic reviews) and through contacts with the manufacturer.

Screening and Study Selection
The literature review management software DistillerSR (Evidence Partners, Ottawa, Ontario) facilitated 
screening and study selection. Pilot exercises were used on a selected sample of records to familiarize 
the reviewers with the selection criteria (Table 1) and to determine the appropriateness of single reviewer 
screening. In the first level of screening, 2 reviewers independently screened 20% of the titles and abstracts 
retrieved from the literature searches. Agreement between the reviewers was 93.5% (58 of 62 piloted 
citations); because agreement exceeded the 80% a priori threshold, 1 reviewer completed the remainder of 
the title and abstract screening.

Full texts of titles and abstracts that were judged to be potentially relevant were retrieved. During the pilot 
exercise, 2 reviewers independently assessed 20% of the full texts (11 articles) for inclusion, based on the 
selection criteria. The selection decisions of the 2 reviewers during the full-text pilot were in full agreement. 
Therefore, 1 reviewer completed the selection of the remaining potentially eligible studies at the full-
text level.

We applied a tiered approach when selecting studies for inclusion. For the detection of both ICH and 
LVO, we aimed to include studies assessing the effectiveness (including harms) and accuracy of RapidAI 
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to support the review of CT scans by health care providers, as it would be used in clinical practice (i.e., 
RapidAI as an adjunct or aid to clinician interpretation versus clinician interpretation without the use of 
RapidAI). However, if we did not identify any relevant evidence that made this comparison, or if the identified 
studies provided outcome data only for a subset of patients who underwent imaging for suspected stroke, 
we planned to include studies that examined RapidAI as a standalone intervention and not alongside 
clinician interpretation. We identified evidence evaluating our initial comparison of interest for the detection 
of ICH. We also identified evidence evaluating this comparison for the detection of LVO, but these studies 
provided outcome data only for patients who underwent tissue plasminogen activator therapy or mechanical 
thrombectomy following diagnosis, not for the entire population of patients who underwent imaging for 
suspected LVO (i.e., outcome data for false-negative and true-negative cases were not reported). Therefore, 
we also included studies comparing RapidAI as a standalone intervention for the detection of LVO.

Table 1: Selection Criteria
Criteria Description
Population People (any age) with a suspected acute stroke

Intervention RapidAI to support the review of CT scans by health care providers to detect intracranial hemorrhage 
and large-vessel occlusion; RapidAI used as a standalone intervention (i.e., not alongside clinician 
interpretation) to detect intracranial hemorrhage and large-vessel occlusiona

Comparator or 
reference standard

CT scan review by health care providers alone (e.g., assessment by a single radiologist, consensus 
obtained from a panel of neuroradiologists)

Outcomes Q1: Clinical effectiveness, including benefits and harms (e.g., functional status [e.g., mRS score], time 
to intervention,b mortality, recanalization rate, length of hospital stay, health-related quality of life, patient 
harms); health care resource implications (e.g., time usage or savings, cases diagnosed per unit time); 
diagnostic test accuracy (e.g., sensitivity, specificity, positive predictive value, negative predictive value, 
area under the ROC curve)
Q2: Cost-effectiveness (e.g., cost per QALY gained)

Study designs Q1: Randomized controlled trials and nonrandomized studies
Q2: Economic evaluations

Publication date No date limits

Language English

mRS = modified Rankin Scale; QALY = quality-adjusted life-year; ROC = receiver operating characteristic.
aRapidAI as a standalone intervention was considered relevant only when evidence on RapidAI to support clinician interpretation was unavailable.
bIncludes measures such as time from door to imaging, time from door to needle (i.e., tissue plasminogen activator therapy), and time from door to groin puncture (i.e., 
thrombectomy).

Exclusion Criteria
We excluded studies not meeting the inclusion criteria outlined in Table 1, duplicate publications, and studies 
of any design published only as abstracts, conference proceedings, presentations, thesis documents, or 
preprints. For feasibility reasons, we also excluded studies published in non-English languages.

Additionally, we excluded studies that evaluated RapidAI for estimating ischemic core volumes, automatically 
calculating Alberta Stroke Program Early CT scores,44 or predicting favourable or poor outcomes following 
intervention, as these are intended to inform treatment selection (e.g., selecting patients for reperfusion 
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therapy) rather than determine whether stroke has occurred. We also excluded studies that evaluated the 
diagnostic accuracy of RapidAI in patient populations that included those who were imaged for non–stroke-
related indications (e.g., populations who were not suspected of having acute stroke or were described as 
healthy controls).

Data Extraction
We extracted data directly into tables created in Microsoft Word, which were developed, piloted, and 
modified, as necessary. In the pilot round, 2 reviewers independently extracted data from a sample of 
included studies (i.e., 1 cohort study and 1 diagnostic accuracy study), then met to resolve disagreements 
through discussion. Once both reviewers were satisfied with the content and usability of the tables, formal 
data extraction was performed by 1 reviewer, and a second reviewer independently verified the study 
characteristics and outcomes data for accuracy and completeness. Disagreements were resolved through 
discussion.

Relevant information that was extracted included study characteristics, methodology (e.g., study design), 
population, intervention, comparator, and results regarding the outcomes of interest. We used PROGRESS-
Plus42,43 to guide data extraction. Each included publication was checked to determine whether relevant 
PROGRESS-Plus criteria were reported by study authors to describe the participants, and the reviewer made 
note of where these were not included. When available, detailed participant characteristics were extracted 
and reported in tables. The main PROGRESS-Plus criteria include place of residence, race, ethnicity, culture, 
language, occupation, gender, sex, religion, education, socioeconomic status, social capital, personal 
characteristics associated with discrimination (e.g., age, ability, disability), features of relationships (e.g., 
smoking spouse or partner), and time-dependent relationships (e.g., leaving the hospital, respite care, other 
instances where a person may be temporarily at a disadvantage).42,43 Relevant PROGRESS-Plus criteria 
and outcomes of interest were selected because they were important for those who might be affected by the 
intervention, including the patient contributor and experts who were engaged or consulted during this project. 
We classified the designs of included diagnostic accuracy studies, based on guidance from the Cochrane 
Handbook for Systematic Reviews of Diagnostic Test Accuracy45 and Mathes and Pieper.46

When relevant data were conflicting in the included studies (e.g., there were discrepancies between 
values reported in the abstract and the main text of a publication), we reported all values and described 
the inconsistency. Due to the project’s timelines, we did not attempt to contact the corresponding authors 
of included studies to obtain missing information or to clarify conflicting information. We did not extract 
data presented only as figures or graphs that would require manual estimation or extraction using image 
processing software.

Critical Appraisal of Individual Studies
The risk of bias for included studies was evaluated using the Risk Of Bias In Nonrandomized Studies – of 
Interventions (ROBINS-I) tool47 for nonrandomized studies and the Quality Assessment of Diagnostic 
Accuracy Studies 2 (QUADAS-2) checklist48 for diagnostic accuracy studies. Published guidance for each 
tool was followed.47-49 For nonrandomized studies, we assessed the risk of bias in the effect of assignment 
to the intervention at the level of the reported effect (i.e., outcome level). Where possible, we attempted to 
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predict the direction of the potential bias. A rationale was provided for decisions about the risk of bias for 
both the domain level and overall assessments. Based on guidance from Risk Of Bias In Nonrandomized 
Studies – of Exposures (ROBINS-E),50 we did not proceed with assessing other domains of bias for studies 
deemed at critical risk of bias due to baseline confounding or the use of inappropriate methods of outcome 
measurement. To capture other considerations not considered in risk-of-bias assessments, we consulted 
additional tools and checklists for assessing methodological and reporting quality in studies of AI-enabled 
software for clinical decision support (e.g., APPRAISE-AI tool)51 and medical imaging (e.g., Checklist for 
Artificial Intelligence in Medical Imaging [CLAIM] guideline).52 Studies were included in this review regardless 
of the critical appraisal results.

Two reviewers independently piloted the selected tools across at least 1 study of each included design 
and met to resolve any disagreements, to ensure a mutual understanding of the tools. After piloting, 1 
reviewer completed the risk-of-bias assessments for the remaining studies. The second reviewer verified all 
judgments and justifications. Any disagreements were resolved through discussion.

Data Analysis and Synthesis
Detailed descriptions of study characteristics as well as the results of the risk-of-bias assessments from 
eligible studies were provided in tables, together with a narrative summary in the main text. The study and 
patient characteristics were considered in the analysis of the effectiveness and accuracy within and across 
the studies. Throughout our analysis and synthesis, we attended to relevant ethics and equity considerations 
(e.g., algorithmic bias, lack of representation, data ownership, explainability) alongside evaluations of 
effectiveness and accuracy (further described in the Ethics and Equity Considerations section of this report 
within Methods).

A narrative synthesis was conducted as per existing guidance by Popay et al.53 We first grouped studies that 
were similar in their design and population, intervention, comparator, and outcomes. Next, we developed a 
preliminary synthesis by organizing the results and identifying patterns in the size and direction of effects. 
We evaluated within- and between-study relationships and described our findings about the direction 
and magnitude of the observed effects. Outcomes were reported in the measurement units used by the 
study authors, and results were interpreted with due consideration for the differences in the instruments 
of assessment across studies. In some instances, we combined summary statistics (i.e., means and 
standard deviations) across 2 groups using standard formulas54 to streamline the presentation of population 
characteristics across included studies. When they were not reported in publications, we calculated 
diagnostic accuracy metrics (e.g., sensitivity, specificity, negative predictive value, positive predictive value, 
concordance rates) with Clopper-Pearson exact 95% CIs from the available data (e.g., true-positives, false-
positives, true-negatives, false-negatives) using the EpiR package in R.55 Concordance rates are presented 
to estimate the agreement between index tests and reference standards. However, they do not differentiate 
disagreements due to false-positives and false-negatives, which can have different clinical implications. 
Because of this, concordance rates alone are generally not used to inform decision-making and should 
be considered alongside other performance metrics, such as sensitivity and specificity.56 Additionally, we 
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calculated risk differences with 95% CIs for some binary outcomes when they were not reported in the study 
but were considered useful for informing assessments of certainty via the PropCIs package in R.57

Certainty of the Evidence
One reviewer assessed the overall certainty of the evidence for all outcome comparisons using the methods 
of the Grading of Recommendations Assessment, Development and Evaluation (GRADE) Working Group, 
following a minimally contextualized approach.58-63 A second reviewer verified all assessments and rationales. 
Reviewers discussed discrepancies and reached consensus on the assessments.

Evidence from nonrandomized studies reporting on clinical benefits, harms, or resource use started at low-
certainty evidence, acknowledging the risk of residual confounding and selection bias. Evidence for studies 
of diagnostic accuracy started at high-certainty evidence. The certainty of evidence could be rated down for 
concerns due to risk of bias, inconsistency in effects, imprecision, indirectness, or publication bias. Evidence 
from nonrandomized studies could be rated up in the case of a large effect or if all plausible confounding was 
judged to reduce the size of the effect. For effectiveness results, where possible, we judged our certainty 
in a clinically important effect using thresholds informed by a clinical expert consulted during this project. 
When no reasonable thresholds could be determined, we judged our certainty in a nonnull effect (i.e., using 
the null as the threshold). For diagnostic accuracy results, we judged our certainty in the point estimates for 
sensitivity and specificity. We rated down for imprecision if the boundaries of the 95% CIs included values 
that could lead to different conclusions about RapidAI’s value based on input from a clinical expert consulted 
during this project.

When there were outcome comparisons with data from multiple studies, the certainty of evidence was 
assessed using published guidance on the use of GRADE in the absence of a single estimate of effect,64 as 
no quantitative syntheses were conducted. The results of GRADE assessments were reported in summary 
of findings tables. We used GRADE informative statements when describing our certainty in the results (i.e., 
“results in” for high-certainty evidence, “likely results in” for moderate-certainty evidence, “may result in” for 
low-certainty evidence, and “very uncertain” for very-low–certainty evidence).65

Ethics and Equity Considerations
Ethics and equity considerations were considered as core elements of this review, and findings are 
integrated throughout the presentation of results. Alongside the application of the PROGRESS-Plus tool 
to investigate elements of health equity arising in this review, an analysis of additional ethics and equity 
considerations relevant to RapidAI was informed by key items in the Scottish Health Technology Group’s 
HTA framework.35 These included items related to the use and impact of the technology in health care 
systems; the safety, acceptability, and credibility of the technology; and expectations for the performance of 
the technology. The analysis also drew from, and was framed by, other foundational ethics of AI tools and 
frameworks (e.g., UNESCO Recommendation on the Ethics of Artificial Intelligence,66 WHO Guidance: Ethics 
and Governance of Artificial Intelligence for Health),67 the ethical considerations proposed by the AI Task 
Force of the Society of Nuclear Medicine and Molecular Imaging,68 as well as the EUnetHTA Core Model 3.0 
Ethics Domain69 and the Equity Checklist for HTA.70
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Prompts and guiding principles from these sources were used to identify and reflect on ethics and equity 
considerations of RapidAI throughout the technology life cycle relevant to patients, providers, and health 
care systems.

With the assistance of a reviewer with ethics expertise, the findings of these prompts and considerations of 
elements of PROGRESS-Plus were synthesized into analytic categories representing the key ethical and 
equity considerations related to RapidAI and digital health technologies more broadly.

Patient and Clinician Engagement
Invitation to Participate and Consent
Patient and clinician engagement is an important component of our projects, as it allows us to consider their 
experiences when writing our report. We disseminated a patient engagement request for individuals with 
lived experience of a hemorrhagic stroke through several large patient-advocacy groups. We also sent an 
engagement request to several clinics that specialize in AI and use RapidAI, seeking a clinician to participate 
in a 1:1 engagement. Interested individuals — 1 patient and 1 clinician — responded to our outreach 
requests, and a Patient Engagement Officer conducted introductory discussions by email or Zoom. During 
these initial discussions, the Patient Engagement Officer described CDA-AMC and gave an overview of the 
purpose and scope of the project and the nature of the engagement. Both interested parties were invited to 
participate, and the interested patient agreed. The clinician declined due to time constraints.

The Patient Engagement Officer obtained informed consent from the patient contributor to participate in a 
discussion with CDA-AMC project team members and for a recording and summary of the discussion to be 
shared with the broader project team for their review. The patient contributor was offered a gift card as a 
gesture of thanks for her time and expertise and was offered the opportunity to be thanked by name in the 
report or to remain anonymous.

Engagement Activities
We invited the patient contributor to participate in an interview facilitated by the Patient Engagement Officer. 
Three members of the project team also attended. The purpose of attending the dialogue was for the project 
team members to hear directly from an individual with lived experience of a hemorrhagic stroke and ask 
questions relating to what they are reading in the literature, including AI use in health care. This offered 
insights to the project team members and allowed for a more nuanced understanding of the literature.

With the patient contributor’s consent, we recorded the dialogue for note-taking purposes and so that other 
members of the project team could review and learn from the conversation. We structured the interview into 
2 parts: the patient contributor’s lived experience with a stroke and AI in the interpretation of imaging results. 
Patient involvement was guided by the Guidance for Reporting Involvement of Patients and the Public 
(version 2) Short Form reporting checklist,71 which is outlined the Supporting Information document (refer to 
Patient Engagement).

The Patient Engagement Officer subsequently drafted a summary of the conversation and sent it to the 
patient contributor for review and approval. The summary was used as a prompt for the authors of this report 
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as they were drafting the report and was not published. To inform this review, we used the summary to 
extract any discussion points or themes related to RapidAI for stroke detection considerations.

External Review
Peer Review
Before the review phase began, 1 clinical expert with expertise in stroke assessment, 1 clinical expert 
with expertise in AI radiology, and 1 ethics expert with expertise in AI reviewed the project plan. The same 
experts reviewed the draft version of this report, and their feedback was incorporated into the final version of 
this report.

Manufacturer Review
The manufacturer reviewed a preliminary list of included studies and the draft version of this report, and its 
feedback was incorporated into this final version of the report.

Feedback Opportunity
The draft version of this report was posted on the CDA-AMC website to allow interested parties to provide 
feedback. We considered all feedback received and revised the report accordingly. Therefore, this final 
version of the report reflects the comments and suggestions from the peer reviewers, the manufacturer, and 
the feedback opportunity.

Summary of Evidence
Quantity of Research Available
We identified a total of 309 citations via the electronic literature search and excluded 242 records following 
screening of titles and abstracts. We retrieved 20 additional potentially relevant publications from the grey 
literature search, from the search alerts, by reviewing bibliographies of key papers, and through contacts 
with the manufacturer. From full-text review of the 87 potentially relevant articles, we excluded 76 for various 
reasons, and 11 publications met the inclusion criteria and were included in this report. These consisted of 
2 cohort studies and 11 diagnostic accuracy studies described in 11 publications (2 publications assessed 
clinical outcomes before and after implementing RapidAI using a nonconcurrent cohort study design and 
diagnostic accuracy outcomes using a cross-sectional study design). A Preferred Reporting Items for 
Systematic Reviews and Meta Analyses (PRISMA)72 flow chart that shows the study selection process and 
lists of included and excluded studies, with details describing the rationale for those excluded, are presented 
in the Supporting Information document (refer to Selection of Included Studies, List of Included Publications, 
and List of Excluded Publications and Reasons for Exclusion).

Summary of Study Characteristics
Additional details regarding the characteristics of included studies are provided the Supporting Information 
document (refer to Characteristics of Included Publications).
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Included Studies for Question 1: Effectiveness and Accuracy
We identified 2 retrospective nonconcurrent cohort studies73,74 and 11 cross-sectional diagnostic accuracy 
studies73-83 to address this research question. The 2 cohort studies73,74 and 1 diagnostic accuracy study79 
examined the effectiveness or accuracy of RapidAI for supporting health care providers’ review of imaging 
results, while 10 diagnostic accuracy studies73-78,80-83 evaluated RapidAI as a standalone intervention (i.e., 
without clinician interpretation).

The cohort studies were conducted in the US, at a single comprehensive stroke centre73 or including patients 
from a large multihospital network with several comprehensive stroke centres.74 Seven diagnostic accuracy 
studies were single-centre and conducted in Australia,76,83 the UK,77,80 or the US.73,79,81 The remaining 
diagnostic accuracy studies were multicentre and included patients from several hospitals in Australia75 
or the US74 or included patient data from a variety of sources (such as recent cerebrovascular trials and 
hospitals in multiple countries).78,82

Patient Population
Across all studies, populations consisted of patients presenting with neurologic deficit or suspected acute 
stroke, all of whom underwent diagnostic imaging such as noncontrast CT, CT angiography, CT perfusion, 
or a combination of imaging techniques (i.e., multimodal imaging). The mean or median ages of participants 
ranged from 6178 to 7578 years. One cohort study74 and 1 diagnostic accuracy study78 did not report the age of 
participants.

The reporting of sex and gender of study participants varied across the included studies (described using the 
original terms provided by the study authors):

• Eight studies (described in 7 publications)73,74,77,80-83 reported the proportion of female participants, 
which ranged from 41.3%77 to 55.2%.73

• Five studies74,75,80,82,83 reported the proportion of male participants, which ranged from 44.4%75 
to 56.8%.83

• Two studies77,83 reported the proportion of participants who were women, which ranged from 41.3%77 
to 43.2%.83

• Two studies76,83 reported the proportion of participants who were men, which ranged from 49.6%76 
to 56.8%.83

• Three studies74,78,79 did not report the sex or gender of study participants.
None of the included studies provided information on how sex and gender were defined or measured, nor did 
they report on sex or gender categories beyond female, male, women, or men.

Two studies (described in 1 publication)73 reported participant race but did not indicate how it was recorded. 
No other PROGRESS-Plus criteria42,43 (including those identified by the clinical experts consulted during this 
project as important in the context of stroke care or AI) were reported, such as place of residence, ethnicity, 
culture, language, occupation, religion, faith, spirituality, education, socioeconomic status, social capital, or 
disability status. One study82 presented subgroup analyses for some PROGRESS-Plus criteria,42,43 including 
for age (20 to 29 years versus 40 to 59 years versus ≥ 60 years) and sex (female versus male).
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RapidAI
The included studies examined various versions and modules of RapidAI, including Rapid ICH (version not 
reported), Rapid LVO (versions 1.0 or 5.2.2, or as part of Rapid 4.9), Rapid CTA (as part of Rapid 4.9 or 
RapidAI 5.1, or version not reported), RapidAI (version not reported), and the Rapid NCCT Stroke platform 
(using Rapid HVS to detect LVO). Some of the included studies73,75,76,83 provided high-level overviews of 
RapidAI’s process for analyzing CT images to detect ICH or LVO. For example, Delora and colleagues75 
explained that Rapid CTA detects LVO by aligning CT angiography with a known reference image and 
removing bone tissue based on voxel location and brightness. An algorithm then calculates the vessel 
density using brightness values, compares them to the opposite side of the brain, and applies a threshold to 
classify images as LVO-positive or LVO-negative. However, there were limited descriptions of the types of 
AI models used by RapidAI and their structures (e.g., inputs, outputs, intermediate layers, and connections). 
Consequently, we cannot assess the appropriateness of the methods used to train the machine-learning 
models. Based on the literature we reviewed, there is limited information to help users understand how 
RapidAI models were developed and what factors influence their performance.

Outcomes
Measures of effectiveness included time-to-intervention metrics (e.g., time from door to groin puncture for 
thrombectomy), functional status (e.g., modified Rankin Scale [mRS] scores), and response to therapy (i.e., 
using the Thrombolysis in Cerebral Infarction [TICI] scale).

The diagnostic accuracy studies73-83 reported various parameters of diagnostic performance, including 
sensitivity, specificity, positive predictive value, and negative predictive value, along with the numbers of 
true-positives, false-negatives, false-positives, and true-negatives. One study83 also reported the area under 
the receiver operating characteristic curve for detecting different types of LVO.

None of the included studies reported on measures of mortality, length of hospital stay, health-related 
quality of life, or patient harms (e.g., administration of harmful therapies or undertreatment due to inaccurate 
diagnosis), which were identified as important by the clinical experts and the patient contributor who were 
consulted or engaged during this project. None of the included studies reported on health care resource 
implications.

Included Studies for Question 2: Cost-Effectiveness
We did not identify any studies that evaluated the cost-effectiveness of RapidAI (with or without clinician 
interpretation) to detect ICH or LVO.

Summary of Critical Appraisal
Full details are provided in the Supporting Information document (refer to Critical Appraisal of Included 
Studies). Overall, the cohort studies exhibited critical risk of bias across all outcome domains. Ten diagnostic 
accuracy studies73-82 were assessed as having a high or unclear risk of bias in at least 1 domain, with most 
studies having high or unclear risk of bias for multiple domains. One diagnostic accuracy study83 exhibited 
low risk of bias across all 4 domains. For applicability concerns, 10 studies73-78,80-83 were labelled as high risk, 
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as they evaluated CT images by RapidAI alone, which differs from our primary review question and from how 
RapidAI is used in clinical practice (i.e., alongside clinician interpretation).

Risk of Bias in Nonrandomized Studies
In both cohort studies,73,74 there were no adjustments for confounding variables (e.g., age, sex or gender, 
race, ethnicity, disease severity, comorbidities, neurologist experience) across most or all reported outcomes, 
including time to intervention, and measures of response to therapy. Soun and colleagues73 applied 
adjustments for some measures of functional status, including for the effects of high cholesterol, heart 
disease, atrial fibrillation, therapies received, and US National Institutes of Health Stroke Scale (NIHSS) 
score on admission. However, the authors did not provide a rationale for how these factors were selected or 
describe how these confounding variables were measured. It was unlikely that these adjustments adequately 
controlled for all potential sources of baseline confounding. Consequently, both cohort studies73,74 were 
judged to be at critical risk of bias across all outcome domains, and we did not proceed with detailed risk-of-
bias assessments.

Risk of Bias in Diagnostic Accuracy Studies
Seven studies73,76,77,79-81,83 exhibited low risk of bias for patient selection, as they enrolled consecutive 
samples of patients suspected of having stroke while minimizing inappropriate exclusions, creating 
representative samples. Four studies were at high or unclear risk of bias for patient selection, as they 
enrolled patients based on the results of the reference standard,82 they applied inappropriate exclusion 
criteria (e.g., only included patients who tested positive on the index test),74 or their methods for selecting 
patients were unclear.75,78 None of the included studies exhibited applicability concerns regarding patient 
selection, as the patient populations from each study were directly relevant to the review question (i.e., 
people with suspected stroke).

Four studies74,76,78,83 demonstrated a low risk of bias for the conduct and interpretation of the index 
test. In these studies, clinicians interpreted the index test results without knowledge of the reference 
standard results, and they likely prespecified the relative vessel density thresholds for detecting LVO. 
Seven studies73,75,77,79-82 exhibited an unclear risk of bias for the index test because there was insufficient 
information to determine whether they had prespecified positivity thresholds for detecting LVO or ICH. For 
applicability concerns, the index test domain for 1 study79 was labelled as low risk because the execution 
and interpretation of the index test reflected its use in practice (i.e., RapidAI assisting clinician interpretation 
of CT images). However, 10 studies73-78,80-83 were labelled as high risk because they evaluated CT images 
by RapidAI alone, which differs from our primary review question and from how RapidAI is used in clinical 
practice (i.e., alongside clinician interpretation).

The reference standard domains of 5 studies77,78,81-83 were judged to be at low risk of bias, as the reference 
standards were likely to correctly classify the target condition and were interpreted without knowledge 
of the results of the index tests. Three studies73,75,79 exhibited high risk of bias. In 2 of these studies,73,75 
those interpreting the reference standard were not blinded to the results of the index test, which may bias 
estimates of agreement between the index test and the reference standard. The index test served as the 
reference standard for some patients in the study by Eldaya and colleagues,79 which is likely to inflate the 
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estimates of diagnostic accuracy for the index test. Three studies74,76,80 were at unclear risk of bias, as the 
authors did not report whether interpretation of the reference standard was independent of the index test. 
Across all 11 studies,73-83 there were no applicability concerns for the reference standard domain, as the 
target conditions were likely to be correctly classified by the reference standards and were directly relevant 
to the review. However, there was variability in the composition of the reference standards used. Although 
the rates of misclassification by the reference standards were expected to be low, they could have been 
influenced by several factors, including the number of radiologists involved (e.g., a single radiologist versus a 
panel of radiologists), their level of training (e.g., years of experience), the types of imaging results available 
(e.g., CT angiography versus CT angiography and CT perfusion), and whether reference standard assessors 
had access to clinical history and other diagnostic tests results (e.g., blood tests). Because the studies used 
imperfect reference standards, the diagnostic performance of RapidAI may not accurately reflect situations 
where RapidAI correctly classified patients but the reference standard did not.

Seven studies74-76,80-83 exhibited low risk of bias for the flow and timing domain, as all patients received the 
same reference standard and all or nearly all patients were included in the analyses. Two studies were at 
high risk of bias related to flow and timing, as not all patients received the same reference standard79 or 
they excluded a considerable number of patients from the analysis.77 The risk of bias for the flow and timing 
domain was unclear in 2 studies73,78 because there was insufficient information to determine whether all 
patients were included in the analyses.

Table 2 presents a summary of the risk-of-bias assessments for the 11 diagnostic accuracy studies.73-83

Table 2: Summary of Risk of Bias in the Included Diagnostic Accuracy Studies Using 
QUADAS-248

Study citation

Risk of bias Applicability concerns
Patient 

selection Index test
Reference 
standard

Flow and 
timing

Patient 
selection Index test

Reference 
standard

LVO

Delora et al. (2024)75 Unclear Unclear High Low Low High Low

Slater et al. (2024)76 Low Low Unclear Low Low High Low

Chan et al. (2023)77 Low Unclear Low High Low High Low

Soun et al. (2023)73 Low Unclear High Unclear Low High Low

Yedavalli et al. (2023)78 Unclear Low Low Unclear Low High Low

Mallon et al. (2022)80 Low Unclear Unclear Low Low High Low

Schlossman et al. 
(2022)81

Low Unclear Low Low Low High Low

Adhya et al. (2021)74 High Low Unclear Low Low High Low

Dehkharghani et al. 
(2021)82

High Unclear Low Low Low High Low

Amukotuwa et al. 
(2019)83

Low Low Low Low Low High Low
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Study citation

Risk of bias Applicability concerns
Patient 

selection Index test
Reference 
standard

Flow and 
timing

Patient 
selection Index test

Reference 
standard

ICH

Eldaya et al. (2022)79 Low Unclear High High Low Low Low

ICH = intracerebral hemorrhage; LVO = large-vessel occlusion; QUADAS-2 = Quality Assessment of Diagnostic Accuracy Studies 2.

Additional Methodological Considerations
The included studies generally adhered to the reporting guidelines outlined in the APPRAISE-AI tool51 and 
the CLAIM guideline.52 For example, the authors often indicated in the title that their study evaluated an 
AI-enabled tool for stroke. They provided background information on the clinical issue, specified whether the 
study was prospective or retrospective, clearly outlined the objectives of the study, described their sources of 
data, patient eligibility criteria, interventions, comparators (or reference standards), and main outcomes. The 
authors also contextualized their results, acknowledged limitations of their approach, provided conclusions 
with appropriate caveats, and disclosed relevant financial relationships and potential conflicts of interest.

However, several items from the APPRAISE-AI tool51 and the CLAIM guideline52 were underreported across 
all included studies, particularly items that are specific to AI-enabled digital health technologies during the 
model development phase, including:

• methods used for developing final datasets, including data abstraction, cleaning, imputation, and 
preparation

• descriptions of the models and the software libraries used

• details of the training approach, including data augmentation and hyperparameter tuning

• the process for splitting data into training, testing, and validation partitions, which can have 
implications for the generalizability of the model to real-world settings (e.g., the use of inappropriate 
methods for splitting data can make a model’s predictions susceptible to bias and inflate its 
performance)

• approaches for model evaluation, including the metrics used to assess performance and calibration, 
bias assessments, sensitivity analyses, and error analyses.

According to the APPRAISE-AI tool51 and the CLAIM guideline,52 reporting these aspects helps to promote 
clear and transparent scientific communication about AI applications in health care, improving investigator 
accountability and increasing the overall quality of AI research. The principle of transparency as it relates 
to AI algorithms is further described in the Ethics and Equity Considerations section of this report within 
Summary of Evidence.

Summary of Findings
A detailed overview of the main study findings is presented in the Supporting Information document (refer to 
Main Study Findings).
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Clinical Effectiveness of RapidAI for Stroke Detection
RapidAI to Support the Review of CT Scans by Health Care Providers for Stroke Detection
Table 3 presents the findings for time-to-intervention outcomes, functional status, and response to therapy, 
based on evidence from 2 cohort studies73,74 (1 evaluating clinician interpretation of imaging results with 
Rapid LVO and the other evaluating clinician interpretation of imaging results with Rapid CTA). Outcome 
measures were heterogeneous across the studies, and conclusions were often limited due to critical risk of 
bias and imprecision.

Among patients presenting with acute ischemic stroke, CT angiography with Rapid LVO may reduce 
radiology-report turnaround time (1 study;73 ≤ 760 patients; low certainty) by 8.6 (standard deviation [SD] = 
32.8) minutes, which was considered clinically important by the clinical expert we consulted. It is very 
uncertain whether Rapid LVO has any effect on the time interval between a patient’s arrival at the hospital 
and the initiation of specific interventions, such as the administration of IV thrombolysis (i.e., door-to-
intervention times) (1 study;73 ≤ 105 patients; very low certainty), and whether Rapid CTA has any effect on 
the time interval between CT angiography and groin puncture for thrombectomy (1 study;74 146 patients; very 
low certainty). Door-to-intervention times are important in stroke care, as the potential benefits of therapies 
decrease over time.18-20

The evidence is very uncertain about the effects of both Rapid CTA (1 study;74 141 patients) and Rapid LVO 
(1 study;74 ≤ 105 patients) on measures of functional status. It is also very uncertain whether Rapid LVO has 
any effect on response to therapy (1 study;73 80 patients).

Outcomes related to patient harms (e.g., rate of symptomatic ICH) were not measured in the included 
studies but were identified as critically important by the clinical expert we consulted.
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Table 3: Summary of Findings for Clinician Interpretation of CTA Imaging With RapidAI Versus Clinician Interpretation of 
CTA Imaging Without RapidAI for People With Suspected Acute Stroke

Outcome and follow-up Intervention
Participants 
(studies), N Absolute effects Certaintya What happens

Time to intervention

Radiology-report 
turnaround (minutes), 
mean (SD)b

Rapid LVO 
(Rapid v4.9)

≤ 760c

(1 NRS)73
• Without Rapid LVO: 30.6 (29.9)

• With Rapid LVO: 22 (35.1)

• Difference: −8.6 (32.8)d,e

Low
(due to risk of bias)

CTA with Rapid LVO 
may result in a clinically 
important reduction 
in radiology-report 
turnaround time.

Door to intervention 
(minutes), median (IQR)

Rapid LVO 
(Rapid v4.9)

≤ 105c

(1 NRS)73

Door to intervention (without vs. with Rapid 
LVO):

• Door to image: 11 (8 to 20) vs. 13 (7 to 20)

• Door to intubation: 65 (46 to 73) vs. 70 (58 
to 86)

• Door to needle (tPA): 37 (26 to 44) vs. 42 
(30 to 53)

• Door to puncture: 97 (80 to 107) vs. 101 
(90 to 113)

• Door to revascularization: 155 (123 to 197) 
vs. 158 (131 to 192)

Between-group differences were NR for any 
outcome

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the effect 
of CTA with Rapid LVO on 
door-to-intervention times.

CTA to groin puncture 
(minutes), mean (SD)

Rapid CTA 
(version NR)

146
(1 NRS)74

• Without Rapid CTA: 92 (NR)

• With Rapid CTA: 68 (NR)

• Difference: −24 (NE)d,f

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the effect 
of CTA with Rapid CTA 
on CTA-to-groin-puncture 
times.

Functional status

Neurologic deficit (per 
NIHSS score), median 
(IQR)g,h

Rapid LVO 
(Rapid v4.9)

NRc

(1 NRS)73

NIHSS scores (without vs. with Rapid LVO):

• 36-hours posttreatment: 10 (5 to 18) vs. 11 
(2 to 20)

• At discharge: 5 (1 to 100) vs. 8 (2 to 20)

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the effect 
of CTA with Rapid LVO on 
posttreatment neurologic 
deficit.

RapidAI for Stroke Detection: Main Report



Summary of Evidence

27/89

Outcome and follow-up Intervention
Participants 
(studies), N Absolute effects Certaintya What happens

• Change from admission to discharge: −7 
(−2 to −13) vs. −3 (0 to −7)

Between-group differences were NR for any 
outcome

Proportion of patients with 
significant morbidity or 
mortality (defined as mRS 
score ≥ 5) at discharge 
(95% CI)h,i

Rapid LVO 
(Rapid v4.9)

105 (1 NRS)73 • Without Rapid LVO: 177 per 1,000 (NR)

• With Rapid LVO: 233 per 1,000 (NR)

• Difference: 55 more per 1,000 (103 less to 
213 more)j

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the effect 
of CTA with Rapid LVO on 
the proportion of patients 
with significant morbidity 
or mortality.

Disability and dependence 
in daily activities (per 
90-day mRS score), mean 
(SD)h,i

Rapid CTA 
(version NR)

141
(1 NRS)74

• Without Rapid CTA: 4.47 (NR)

• With Rapid CTA: 3.90 (NR)

• Difference: −0.57 (NE)d

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the effect 
of CTA with Rapid LVO on 
disability and dependence 
in daily activities.

Proportion of patients 
considered to be 
functionally independent 
(defined as mRS score 
≤ 2) at 90 days (95% CI)h,i

Rapid CTA 
(version NR)

141
(1 NRS)74

• Without Rapid CTA: 230 per 1,000 (NR)

• With Rapid CTA: 343 per 1,000 (NR)

• Difference: 114 more per 1,000 (35 less to 
262 more)j

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the 
effect of CTA with Rapid 
LVO on the proportion of 
patients considered to be 
functionally independent.

Response to therapy

Proportion of patients with 
TICI scores of 0, 1, 2A, 
2B/C, or 3k

Rapid LVO 
(Rapid v4.9)

80
(1 NRS)73

TICI scores (without vs. with Rapid CTA):

• Score of 0: 43 vs. 88 per 1,000 (difference, 
45 more per 1,000)

• Score of 1: 22 vs. 0 per 1,000 (difference, 
22 less per 1,000)

• Score of 2A: 86 vs. 118 per 1,000 
(difference, 32 more per 1,000)

• Score of 2B/C: 391 vs. 500 per 1,000 
(difference, 109 more per 1,000)

• Score of 3: 457 vs. 294 per 1,000 
(difference, 163 less per 1,000)

Very low
(due to risk of bias and 
imprecision)

The evidence is very 
uncertain about the effect 
of CTA with Rapid LVO on 
the proportion of patients 
with TICI scores of 0, 1, 
2A, 2B/C, or 3.

RapidAI for Stroke Detection: Main Report
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Outcome and follow-up Intervention
Participants 
(studies), N Absolute effects Certaintya What happens

Patient harms

NR — — No data available NA There is no evidence for 
the effect of CTA with 
RapidAI on patient harms.

CI = confidence interval; CTA = CT angiography; IQR = interquartile range; LVO = large-vessel occlusion; mRS = modified Rankin Scale; NA = not applicable; NE = not estimable; NIHSS = US National Institutes of Health Stroke 
Scale; NR = not reported; NRS = nonrandomized study; SD = standard deviation; TICI = Thrombolysis in Cerebral Infarction; tPA = tissue plasminogen activator; vs. = versus.
aDetailed reasons for certainty of evidence ratings are provided in the Supporting Information document (refer to Reasons for Certainty of Evidence Ratings).
bDefined as the time from when the CTA images are available for the radiologist to the earlier time of either the report being available or read-back verification being provided for the clinicians.
cThe sample size for the analysis was not explicitly reported; as a result, the amount of missing data is unknown.
dNR in the study. Imputed by the review team using standard calculations per the Cochrane Handbook for Systematic Reviews of Interventions,54 assuming a correlation coefficient of 0.5.
eA difference of 5 to 10 minutes between groups was identified by the clinical expert we consulted as a threshold of clinical importance for this outcome.
fA difference of 10 to 20 minutes between groups was identified by the clinical expert we consulted as a threshold of clinical importance for this outcome.
gThe NIHSS is a 15-item neurologic examination stroke scale used for evaluating stroke-related neurologic deficit. Total scores range from 0 to 42, with higher scores indicating more severe neurologic deficit.
hBased on the information provided in the publication, this analysis appears to include only patients who received acute therapies for stroke (e.g., tPA therapy, thrombectomy). Therefore, outcomes for all patients who were 
assessed by RapidAI are not captured, including those who may have been misdiagnosed.
iThe modified Rankin Scale is a clinician-reported tool for measuring the degree of disability and dependence in daily activities in people who have experienced stroke. Scores range from 0 (no symptoms at all) to 6 (death). A 
higher score indicates higher disability.
jThe risk difference (95% CI) was NR in the study; it was imputed by the review team from the available data via the PropCIs package in R.57

kThe TICI scale is a grading system used to evaluate the degree of perfusion obtained following recanalization of an arterial occlusion. The TICI scale ranges from 0 (no reperfusion) to 3 (complete reperfusion).
Sources: Soun et al.73 and Adhya et al.74

RapidAI for Stroke Detection: Main Report
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Diagnostic Accuracy of RapidAI for Stroke Detection
This section provides a summary of measures of diagnostic performance reported in the included diagnostic 
accuracy studies. Additional results for other outcomes (e.g., positive predictive value, negative predictive 
value, area under the receiver operating characteristic curve) are presented in the Supporting Information 
document (refer to Main Study Findings).

RapidAI to Support the Review of CT Scans Using Clinician Interpretation (or Clinician 
Consensus) as the Reference Standard
Table 4 presents the findings for the diagnostic accuracy of Rapid ICH with clinician interpretation for 
detecting ICH using noncontrast CT in people with suspected acute stroke. The sensitivity and specificity 
were 92% (95% CI, 78% to 98%) and 100% (95% CI, 98% to 100%), respectively (1 study;79 307 patients). 
The certainty of evidence was low, owing to risk of bias and imprecision.

The study by Eldaya and colleagues79 was the only study that examined the diagnostic accuracy of RapidAI 
as it would be used in clinical practice (i.e., as a tool to support the review of CT scans). The included 
cohort studies73,74 did not provide any direct measures of patient harms; however, the rates of false-positives 
and false-negatives can be used to infer when patient harms may occur, as they can lead to inappropriate 
treatment decisions resulting in unnecessary interventions or missed opportunities for timely care. Out 
of 307 test results included in the analysis by Eldaya and colleagues,79 Rapid ICH with neuroradiologist 
interpretation resulted in 1 false-positive (0.3% of total tests) and 3 false-negative results (1% of total tests) 
when detecting ICH on noncontrast CT against a reference standard of neuroradiologist interpretation in 
cases of concordant results or consensus diagnosis by a panel of 3 neuroradiologists in cases of discordant 
results. The ethical implications of false-positives and false-negatives are discussed further in the Ethics and 
Equity Considerations section of this report within Summary of Evidence.

Table 4: Summary of Findings for the Diagnostic Accuracy of RapidAI With Clinician 
Interpretation Relative to Clinician Interpretation (or Clinician Consensus) for Suspected 
Acute Stroke

Index test
Participants
(studies), N

% positive 
per reference 

standard
Sensitivity, %

(95% CI)
Specificity, %

(95% CI) Certaintya

ICH

Rapid ICH (version 
NR) with interpretation 
by a neuroradiologist

307 (1 study)79 12 92 (78 to 98) 100 (98 to 100) Low
(due to risk of bias 
and imprecision)

CI = confidence interval; ICH = intracranial hemorrhage; NR = not reported.
aDetailed reasons for certainty of evidence ratings are provided in the Supporting Information document (refer to Reasons for Certainty of Evidence Ratings).
Source: Eldaya et al.79
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RapidAI as a Standalone Intervention Using Clinician Interpretation (or Clinician Consensus) 
as the Reference Standard
Table 5 summarizes the diagnostic accuracy of RapidAI as a standalone intervention compared to 
clinician interpretation (or clinician consensus) for detecting LVO on CT images (i.e., noncontrast CT or 
CT angiography). There was heterogeneity across the included studies for the types of LVO assessed, the 
modules and versions of RapidAI examined, and reference standards used.

For each of these assessments, we judged our certainty in the comparison without rating down for 
indirectness or applicability concerns (based on QUADAS-2 assessments). We acknowledge that RapidAI 
is not used as a standalone diagnostic tool in practice but as a supportive tool for clinicians. Consequently, 
these findings inform the accuracy of RapidAI when used independently and are unlikely to be directly 
applicable to clinical practice (where clinicians would have the opportunity to either refute the RapidAI results 
or change their own interpretation based on RapidAI results).

For detecting LVO of the M1 segment of the middle cerebral artery and the internal carotid artery using CT 
angiography, Rapid LVO as part of RapidAI v4.9 (2 studies;73,81 574 patients), Rapid LVO v1.0 (1 study;82 217 
patients), Rapid CTA as part of RapidAI v4.9 (1 study;83 477 patients), and Rapid CTA (version not reported) 
(1 study;77 88 patients) had sensitivity values ranging from 90% to 96% and specificity values ranging from 
76% to 98%. Across these 5 studies,73,77,81-83 the proportion of false-positives and false-negatives ranged from 
1% to 13% and 1% to 20% of total tests, respectively (1 study73 did not report the number of false-positives 
and false-negatives). The certainty of evidence was moderate or low, due to risk of bias or imprecision.

For the remaining comparisons, estimates of sensitivity ranged between 62% and 92%, while specificity 
ranged from 65% to 93%. When reported, the proportion of false-positives ranged from 10% to 48% of total 
tests, and the proportion of false-negatives ranged from 0% to 10% of total tests. Differences in the types of 
LVOs assessed, study populations, reference standards used, and modules and versions of RapidAI being 
evaluated may have contributed to the variability in results. For example, the inclusion of distal occlusions 
(e.g., within the M2 segment of the middle cerebral artery) may have influenced measures of diagnostic 
performance, as they can be more difficult to detect.84 The certainty of the evidence for these findings was 
low or very low, or there was insufficient information to judge. The certainty of the evidence was rated down 
due to imprecision or risk of bias and imprecision.

In addition to the primary analyses reported earlier in this report, 1 study82 included subgroup analyses to 
evaluate the diagnostic accuracy of Rapid LVO v1.0 for detecting LVO of the M1 segment of the middle 
cerebral artery and the internal carotid artery using CT angiography. The findings indicated that the accuracy 
of Rapid LVO appeared similar across subgroups for age (20 to 29 years versus 40 to 59 years versus ≥ 60 
years) and sex (female versus male). However, the study may not have been powered to detect subgroup 
differences, there were no tests for subgroup differences, and many other patient characteristics may 
impact the performance of RapidAI but were not investigated. The overall lack of similar and more robust 
investigations in the available evidence has potential implications for ethics and equity considerations related 
to inclusiveness and algorithmic bias, as it is unclear whether the accuracy of RapidAI is robust across 
diverse patient populations.
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Table 5: Summary of Findings for the Diagnostic Accuracy of RapidAI Alone Relative to Clinician Interpretation (or Clinician 
Consensus) for Suspected Acute Stroke

Index test
Participants 
(studies), N

% positive per 
reference standard

Sensitivity, %
(95% CI)

Specificity, %
(95% CI) Certaintya

M1 MCA and ICA LVO

Rapid LVO (RapidAI v4.9) 
alone

574 (2 studies)73,81 11 (NR in 1 study) 90 to 96 (73 to 98)b 85 to 86 (80 to 90)b Low
(due to risk of bias and imprecision)

Rapid LVO (v1.0) alone 217 (1 study)82 50c 96 (91 to 99) 98 (94 to 100) Moderate
(due to risk of bias)

Rapid CTA (RapidAI v4.9) 
alone

477 (1 study)83 16 94 (86 to 98) 76 (72 to 80) Moderate
(due to imprecision)

Rapid CTA (version NR) 
alone

88 (1 study)77 15 92 (64 to 100) 85 (75 to 92) Low
(due to risk of bias and imprecision)

Rapid NCCT Stroke 
platform (version NR) 
aloned

244 (1 study)78 47 63 (54 to 72) 95 (88 to 98) Low
(due to risk of bias and imprecision)

M1 and M2 MCA and ICA LVO

RapidAI alone (version 
NR)

84 (1 study)80 73 74 (61 to 84) 65 (43 to 84) Low
(due to risk of bias and imprecision)

Rapid CTA alone (RapidAI 
v4.9)

477 (1 study)83 22 92 (85 to 96) 81 (77 to 85) Low
(due to risk of bias and imprecision)

M1 MCA LVO

RapidAI alone (version 
NR)

73 (1 study)80 51 89 (75 to 97) 77 (60 to 90) Low
(due to risk of bias and imprecision)

Rapid LVO alone (as part 
of RapidAI v4.9)

247 (1 study)83 9 91 (72 to 99) 86 (80 to 90) Low
(due to risk of bias and imprecision)

M2 MCA LVO

Rapid LVO (RapidAI v4.9) 
alone

NR (1 study)81 NR 80 (NR) NR Insufficient information to judge

RapidAI for Stroke Detection: Main Report
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Index test
Participants 
(studies), N

% positive per 
reference standard

Sensitivity, %
(95% CI)

Specificity, %
(95% CI) Certaintya

Rapid CTA (RapidAI v4.9) 
alone

477 (1 study)83 6 86 (67 to 96) 68 (63 to 72) Low
(due to risk of bias and imprecision)

ICA LVO

Rapid LVO (RapidAI v4.9) 
alone

235 (1 study)81 5 82 (48 to 98) 86 (80 to 90) Low
(due to risk of bias and imprecision)

LVO of the ICA, M1 or M2 MCA, basilar artery, or intracranial vertebral artery

Rapid LVO alone (RapidAI 
v5.1)

500 (1 study)76 13 62 (48 to 75) 93 (90 to 95) Low
(due to risk of bias and imprecision)

Undefined LVOe

Rapid LVO (v5.2.2) alone 360 (1 study)75 13 87 (74 to 95) 85 (80 to 88) Low
(due to risk of bias and imprecision)

Rapid CTA (version NR) 
alone at < 45% relative 
vessel density threshold

310 (1 study)74 52 80 (73 to 86) 71 (63 to 78) Very low
(due to risk of bias and imprecision)

CI = confidence interval; CTA = CT angiography; ICA = internal carotid artery; LVO = large-vessel occlusion; MCA = middle cerebral artery; NCCT = noncontrast CT; NR = not reported.
aDetailed reasons for certainty of evidence ratings are provided in the Supporting Information document (refer to Reasons for Certainty of Evidence Ratings).
bThe 95% CI was not reported and not calculable in 1 study.
cThe study by Dehkharghani et al.82 used case-control selection; as a result, 50% of patients had LVO.
dUnlike other index tests for detecting LVO, the Rapid NCCT Stroke platform uses NCCT images (rather than CTA, which is typically required for confirming LVO).78

eUnclear which types of LVO were considered eligible. In Delora et al.,75 the study population included patients with occlusions of the ICA, M1 MCA segment, and M2 MCA segment. The study population from Adhya et al.74 
included patients with occlusions of the ICA, carotid terminus, M1 MCA segment, and M2 MCA segment.
Sources: Delora et al.,75 Slater et al.,76 Chan et al.,77 Soun et al.,73 Yedavalli et al.,78 Mallon et al.,80 Schlossman et al.,81 Adhya et al.,74 Dehkharghani et al.,82 and Amukotuwa et al.83

RapidAI for Stroke Detection: Main Report
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Cost-Effectiveness of RapidAI for Stroke Detection
No relevant evidence was identified regarding the cost-effectiveness of RapidAI for the detection of ICH or 
LVO in people with suspected stroke; therefore, no summary can be provided.

Ethics and Equity Considerations
Several ethics and equity considerations related to the use of AI for detecting stroke can be drawn from 
our summary and analysis of the clinical evidence. We primarily leveraged and adapted WHO Guidance: 
Ethics and Governance of Artificial Intelligence for Health67 to organize and reflect on these considerations 
and their implications. We focused our discussion on the 4 most relevant and applicable of the 6 consensus 
principles to ensure AI benefits the public identified in this guidance (i.e., protect autonomy; promote human 
well-being, human safety, and the public interest; ensure transparency, explainability, and intelligibility; and 
ensure inclusiveness and equity). The 2 remaining consensus principles focus on fostering responsibility and 
accountability and promoting AI that is responsive and sustainable, which are described in the accompanying 
implementation review. While these considerations are relevant to the implementation of RapidAI, we found 
insufficient information to address them adequately in this review. Specifically, we are unable to report on 
how patients and clinicians were involved in the development of RapidAI, who holds accountability if issues 
arise during its use, and how the developers are continuously, systematically, and transparently monitoring 
RapidAI to determine whether it is working according to expectations. Additionally, we drew from the ethical 
considerations proposed by the AI Task Force of the Society of Nuclear Medicine and Molecular Imaging,68 
whose recommendations on the major ethical considerations during the deployment of AI-enabled medical 
devices are directly relevant to the use of AI in diagnostic workups.

Many ethical considerations related to AI in health care, as outlined by the Scottish Health Technology 
Group’s HTA framework35 and other foundational ethics of AI tools and frameworks, are often inadequately 
addressed in studies evaluating the effectiveness or accuracy of commercialized AI-enabled medical devices 
(i.e., the types of evidence included in this review). Instead, these ethical questions often arise at both earlier 
and later stages of the technology life cycle. For example, during the initial design phase, issues such as 
algorithmic bias and lack of representation can arise. Later in the technology life cycle, during widespread 
implementation in health systems, concerns about accessibility (i.e., who has access to the technology) and 
accountability (i.e., ensuring the technology is performing according to communicated expectations) become 
prominent.

Autonomy and Privacy
The principle of protecting human autonomy in the health care context indicates that humans should retain 
full control of health care decisions and raises considerations for both clinicians and patients.66,67 The 
adoption of AI in health care settings could lead to situations where clinical decision-making is shifted from 
clinicians to AI-enabled tools, thus potentially limiting the autonomy of clinicians in making care decisions and 
patients in being a part of these decisions. RapidAI should be considered as a supportive tool that assists 
clinicians by providing 1 piece of information for diagnosing patients undergoing assessment for acute 
stroke. Because RapidAI does not act as the sole source of clinical decision-making for stroke diagnosis and 
treatment, clinicians and patients can still exercise their autonomy in interpreting and making decisions about 



34/89

Summary of Evidence

RapidAI for Stroke Detection: Main Report

how to translate the results of this tool into clinical practice. This perspective aligns with RapidAI’s indications 
for use.31

Patients have the right to be informed of the role, potential risks, benefits, and alternatives of medical 
procedures or interventions to be able to make informed decisions concerning whether to undergo treatment 
or testing.68 This informed consent process is more complex for clinical decision support tools like RapidAI, 
as they do not directly interact with patients. During our discussion with the patient contributor, she asked 
whether patients are typically informed that AI will be or was involved in making their diagnosis, as it was 
unclear to her what standard practice is. She did not know whether AI had been used to inform a diagnosis 
in her experience. Obtaining explicit consent for the use of RapidAI as a part of routine clinical care may 
be less relevant, as patients are often unaware of the specific software tools used to process their medical 
information while interacting with health care institutions. However, obligations to disclose the use of 
AI-enabled technologies where they are collecting and storing patient data to develop or train their machine-
learning models remain appropriate and important practices in upholding patient autonomy and privacy.

Implementers of RapidAI could consider whether and how to notify patients that AI is being used and 
when to engage in the informed consent process. For individual clinicians, this may involve engaging in 
shared decision-making with patients or substitute decision-makers about the use of AI software in their 
medical assessments, although this may often not be feasible, given the urgency of stroke assessment 
and intervention. For institutions, it could involve creating policies that specify how and when to disclose 
and discuss the use of AI with patients. While some individuals may view consulting an AI tool similarly to 
consulting a colleague or a medical textbook, which would not always be shared with the patient, findings 
from a recent survey-based study85 indicate that people perceive AI tools differently and support the 
disclosure of when and how AI tools are used. According to Herington and colleagues,68 patients ought 
to be informed of the use of an AI-enabled medical device during diagnostic or therapeutic interventions, 
the benefits and harms of using the technology, and any known limitations of the AI-enabled technology. 
Importantly, these conversations should convey the benefits and risks of an AI-enabled medical device using 
language that is clinically relevant and understandable by the patient, rather than with abstract measures of 
performance.68

Data privacy and security are important components of protecting human autonomy that must be 
safeguarded when implementing AI technologies.66,67 In Canada, there are a number of data privacy laws 
and regulations at both the federal and provincial or territorial levels (e.g., the Personal Health Information 
Protection Act, the Privacy Act, the Personal Information Protection and Electronic Documents Act, and 
the Freedom of Information and Protection of Privacy Act) that establish rules for how personal information 
(including personal health information) is collected, used, and disclosed, which are described in the 
accompanying implementation review. Data governance also requires considering and respecting First 
Nations, Inuit, and Métis data sovereignty principles. These principles, such as the First Nations principles 
of OCAP® (ownership, control, access, and possession), Manitoba Métis principles of OCAS (ownership, 
control, access, and stewardship), and Inuit Qaujimajatuqangit, must guide the respectful governance 
of data collected with, from, or about Indigenous Peoples in Canada. Additionally, there are other data 
governance frameworks and principles for equity-deserving groups that help establish data sovereignty and 
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promote accountability, fairness, and transparency. For example, the Engagement, Governance, Access and 
Protection Framework86 guides the collection, management, analysis, and use of race-based data from Black 
communities. The clinical literature included in this review did not provide details on how RapidAI manages, 
uses, and stores personal data, so the strategies RapidAI has in place to protect personal health data and 
to what degree they comply with existing privacy legislation or the interests of diverse peoples were not 
examined. Understanding how patient data are collected, used, and stored by AI-enabled technologies is 
critical in informing how these technologies impact human autonomy and dignity and whether patients decide 
to engage with these technologies.

The patient contributor suggested that, in emergency situations where someone is experiencing stroke, 
some people would primarily focus on surviving the health event by being diagnosed and treated as 
soon as possible and may not consider ethical issues related to their data being analyzed by AI tools like 
RapidAI. She expressed minimal concerns about sharing her personal, de-identified information with the AI 
manufacturer for use of the software, for training the AI, quality improvement, or further development of new 
technologies. She likened this to sharing information with smartphone or computer software manufacturers or 
sharing your health card information with medical clinics. While she generally had few qualms about sharing 
her data, she mentioned that the privacy and reliability of the manufacturer’s storage of personal health 
information were important. It is worth considering that patients may have limited concerns about the privacy 
of their data until a breach or other compromise occurs, potentially leading to detrimental consequences. 
The patient contributor further suggested that there might be a divide regarding privacy concerns, with some 
individuals potentially being more protective of their privacy and wanting more testing and validating of newer 
technologies before embracing them, while others might be more accustomed to sharing their data and 
interacting with newer technologies. Respecting patient autonomy requires that patients are fully informed of 
whether and how their data may be used so that they can make these decisions.

Mitigating Harms
AI technologies should minimize the risk of harm to people, including by meeting regulatory requirements 
for safety, accuracy, and efficacy before being used to inform patient care decisions,66,67 which are described 
in the accompanying implementation review. In the case of RapidAI, this could refer to data that establishes 
its clinical performance (e.g., how it may benefit the diagnostic process) and provides information on 
its potential harms. After deployment, measures should be in place to ensure quality control and quality 
improvement, as well as to monitor the performance of the AI in real-world settings. Low- and very-low–
certainty evidence summarized in this review provided some information on clinical efficacy but limited 
information on the downstream impacts of using RapidAI for stroke detection on patient harms.

In the absence of direct measures of harm (e.g., rates of symptomatic ICH or procedure-related 
complications), the rates of false-positives and false-negatives can serve as additional sources of potential 
concern, as they can lead to undue worry or inappropriate treatment decisions, resulting in unnecessary 
interventions or missed opportunities for timely care (and thus forgone benefits). Many of the included 
studies reported on the rates of false-positives and false-negatives when RapidAI was used as a standalone 
intervention; however, it is challenging to extrapolate this data to risk of direct harms to patients. Inaccurate 
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diagnoses by RapidAI become problematic only if the diagnoses are not corrected or reinterpreted by 
clinicians before making care decisions or clinicians overturn a correct diagnosis after reviewing the results 
of RapidAI analyses.

Transparency and Explainability
AI transparency, explainability, and intelligibility require that information is published or documented 
throughout the life cycle of a technology, ensuring that decisions are clear and justifiable and that operations 
are understandable to all relevant parties.68,87 These concepts highlight the importance of ensuring that an 
AI system’s decision-making process is comprehensible to technology developers, patients, clinicians, and 
other users. Explainability refers to the ability to understand why an AI system arrives at a particular decision, 
while intelligibility involves how well the reasoning process can be understood by humans.87,88 Achieving both 
explainability and intelligibility can be facilitated through model transparency and by establishing a process to 
monitor the technology to ensure it performs as expected.89 While Health Canada monitors postmarket data 
on the safety of medical devices (e.g., through the collection of medical devices incident reports),90 we did 
not find information on who holds accountability if issues arise during the use of RapidAI and how institutions 
and regulators could respond to potential issues. Although these aspects are not often reported in studies 
evaluating the effectiveness or accuracy of AI-enabled digital health interventions, they are nonetheless 
important features for addressing the ethics of AI across the technology life cycle.

In the effectiveness and accuracy studies included in this review, there was no information detailing the 
methods used to develop the machine-learning models used by RapidAI. Specifically, the methods for data 
abstraction, cleaning, and preparation, selecting model architectures, ground truth labelling, data splitting 
(i.e., into training and testing cohorts), sample size calculations, model training, and hyperparameter tuning 
during the model development phases were not described. Transparent reporting of these aspects may help 
to foster trust between RapidAI and its users, such as patients and clinicians.

Equity and Access
The principle of justice asserts that everyone should have fair and equal access to the benefits of health 
care, without discrimination against any individual or social group.91 This has equity-related implications for 
AI-enabled clinical decision support tools, by implying the tool should consistently improve clinical decision-
making regardless of patients’ personal characteristics, such as place of residence, race, ethnicity, culture, 
language, occupation, gender, sex, religion, education, socioeconomic status, or social capital. To determine 
whether the effectiveness and accuracy of RapidAI are consistent and robust across diverse populations, 
we used PROGRESS-Plus criteria to guide data extraction and our reporting of findings. However, the 
included studies did not provide details on the characteristics of study populations and did not conduct 
subgroup analyses based these criteria, preventing us from evaluating how RapidAI might perform across 
different groups.

As previously noted, the literature we reviewed did not describe the methods used to develop RapidAI’s 
machine-learning models. As a result, we were unable to assess the representativeness and diversity of the 
training dataset and comment on considerations related to inclusivity. Furthermore, it was unclear whether 
RapidAI has undergone bias assessment to determine whether certain patient subgroups (e.g., based on 
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age, gender, ethnicity) are disproportionately affected by the model outputs. As a result, we are unable to 
comment on the potential for bias in the stroke-detection algorithms.

The implementation of RapidAI has the potential to improve access to stroke care and mitigate geographic 
inequities by increasing diagnostic efficiency, particularly when care is provided outside of centres with 
well-resourced stroke units. In health care settings with limited radiology expertise, imaging results are often 
initially reviewed by nonspecialists, and there may be considerable delays before radiologists with stroke 
expertise review the findings. RapidAI could help identify potential occlusions or ICH that may go undetected 
during the initial review and help to prioritize cases of highest urgency, which could lead to quicker diagnosis 
and intervention for those who need it most.

However, based on the evidence summarized in this review, it remains uncertain whether this translates 
into improved patient outcomes. Reducing the time needed to make a stroke diagnosis may not necessarily 
lead to increased access to care. Other aspects of the health system infrastructure, including the availability 
of emergency medical services, stroke care specialists, operating rooms, imaging equipment, radiology 
technologists, and other emergency care resources may still limit the speed of treatment. For instance, 
in settings with limited access to CT scanners, the time required to perform imaging studies may have a 
greater impact on access to stroke interventions than the time needed to analyze and interpret CT images. 
Additionally, depending on the age of imaging equipment, patients may require multiple scans to obtain 
sufficient imaging data, resulting in further delays before intervention can occur. Consequently, while RapidAI 
has the potential to improve diagnostic efficiency, it is unlikely to fully remediate inequities in access to stroke 
care that arise from these broader systemic constraints.

The patient contributor raised access concerns about the availability of AI technologies in hospitals outside 
urban stroke centres. She questioned whether AI-enabled stroke-detection software would be available to 
all major hospitals for assisting in triaging and potentially transferring patients more quickly, or whether its 
use would be restricted to certain facilities. The budget, personnel, infrastructure, and training requirements 
needed to implement RapidAI may limit its use to better-resourced hospitals or health care centres, despite 
its potential to improve some access to stroke care in rural and remote settings. Even if there were data to 
suggest the performance of RapidAI is robust across diverse patient populations (i.e., low risk of bias in the 
algorithm’s performance), limited access based on geographic location could exacerbate existing health 
inequities.92

In summary, the use of AI for detecting stroke raises ethical implications related to protecting human 
autonomy, data privacy, mitigating harms, transparency, equity, and access. These considerations are 
relevant and important to how AI-enabled digital health technologies are assessed. However, they tend to 
be underreported in evidence that is generally examined when evaluating the effectiveness and accuracy 
of interventions. A holistic view of these various dimensions is needed across the life cycle of AI-enabled 
digital health technologies (i.e., through initial development, clinical testing, implementation, and ongoing 
monitoring) to better inform decision-making.
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Strengths and Limitations
Our review employed robust methods that were guided by the current methodologic standards for Cochrane 
rapid reviews.40 We integrated ethics and equity considerations throughout the review process, which could 
help to guide policy-making and clinical practice by highlighting some of the issues that may arise during the 
implementation of RapidAI for detecting stroke. Additionally, we incorporated the perspectives, experiences, 
and priorities of a patient contributor with lived experience of a stroke, and we sought feedback from clinical 
and ethics experts, the manufacturer, and other interested parties to ensure that multiple perspectives were 
considered. Despite these strengths, the review also has several limitations, which are described in the 
following.

Evidence Gaps
In addition to the limitations in the evidence noted earlier in this report, no evidence was found for the 
following; therefore, no conclusions can be formed on these aspects:

• the impact of RapidAI for detecting ICH on clinical outcomes, such as time to intervention or direct 
patient outcomes (e.g., functional status)

• the diagnostic accuracy of RapidAI as an adjunct or aid to clinician interpretation (i.e., as it would be 
used in clinical practice) for detecting LVO

• the cost-effectiveness of RapidAI for stroke detection
Furthermore, none of the included studies reported mortality, length of hospital stay, health-related quality 
of life, or health care resource implications as outcomes; therefore, no conclusions can be formed on the 
impact of RapidAI on these outcomes. The clinical expert that we consulted for this project considered data 
on patient harms to be critically important for informing the use of RapidAI in practice, but these were also 
not reported. In the absence of clinical harms data, decision-makers may wish to reflect on the rates of 
false-positives and false-negatives reported in the diagnostic accuracy studies, as these have the potential to 
lead to harms for patients and health systems.

The evidence summarized in this review was predominantly of very low certainty, with the exception of 1 
outcome comparison, which was of low certainty. This indicates that the reported estimated effects may be 
very different from the true effect. Therefore, the findings should be interpreted with consideration for the 
limitations noted.

Generalizability
This rapid review summarizes the results of 2 cohort studies73,74 and 11 diagnostic accuracy studies73-83 
evaluating the effectiveness and accuracy of RapidAI for detecting stroke. However, only 3 of these 
studies73,74,79 directly evaluated RapidAI as it is used in clinical practice (i.e., as an adjunct or aid to clinician 
interpretation of CT imaging results). The remaining 10 included studies73-78,80-83 evaluated RapidAI as a 
standalone intervention. Consequently, much of the evidence summarized in this review is indirect and does 
not provide a clear indication of how the results may apply to clinical practice.
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None of the included studies were conducted in Canada. Additionally, both cohort studies73,74 and 7 
diagnostic accuracy studies73,76,77,79-81,83 recruited participants from a single institution. While there was no 
strong indication that the findings from studies conducted in Australia,75,76,83 the UK,77,80 the US,73,74,79,81 
or studies that included patient data from a variety of sources78,82 would not apply to settings in Canada, 
differences in stroke diagnosis approaches or patient populations may limit the generalizability of the 
evidence to the context in Canada.

We used PROGRESS-Plus42,43 to guide data extraction and report writing to attempt to gain insights into 
how the effectiveness and accuracy of RapidAI may vary across different populations. However, the 
included studies did not report on many criteria that were identified by the clinical and ethics experts that we 
consulted for this project as important in the context of stroke care or AI, such as place of residence, race, 
ethnicity, culture, language, education, socioeconomic status, and disability status. Some of the included 
studies73-77,79-83 provided limited information on the demographics of study participants, including age and 
sex or gender. Race of study participants was reported in 2 studies (described in 1 publication).73 However, 
no included study provided information on how sex, gender, and race were defined or measured. Due to 
the limited reporting of these characteristics, it is unclear whether study populations included people from 
equity-deserving groups and whether the effects of RapidAI are generalizable, consistent, and robust across 
diverse patient populations. Mismatches between the study populations and target populations could lead 
to a risk that the performance of RapidAI, as described in the included studies, may not be applicable in all 
clinical settings (i.e., spectrum bias).93

We did not identify any evidence on the effectiveness or accuracy of RapidAI for stroke detection in pediatric 
populations or younger adults (the participants of included studies had mean or median ages between 61 
and 75 years). As a result, the appropriateness of RapidAI in evaluating younger patients with suspected 
stroke is unclear.

Heterogeneity of the Evidence
There was considerable clinical heterogeneity among the included studies with respect to the types of 
LVO examined, the reference standards used, and the versions of RapidAI being evaluated. Most studies 
described LVO as occlusions involving the M1 segment of the middle cerebral artery or the internal carotid 
artery. However, some studies also included occlusions of the M2 segment of the middle cerebral artery, the 
basilar artery, or the intracranial vertebral artery. For reference standards, some studies used interpretation 
by a single neuroradiologist, while others used consensus interpretation by a panel of radiologists (with up 
to 4 members). There was also variability in the training level of reference standard interpreters (e.g., years 
of experience), their blinding status (i.e., whether they were aware of RapidAI results or the clinical history 
of patients), and the types of imaging used to make a reference standard diagnosis (e.g., CT angiography 
alone versus multimodal imaging). The included studies assessed various iterations and components of 
the RapidAI software, including Rapid CTA, Rapid LVO, and the Rapid NCCT Stroke platform, or described 
the intervention as RapidAI without any further details. These sources of heterogeneity limited our ability to 
synthesize results across studies, as often only 1 study was available for the individual comparisons.
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Limitations of Our Approach
For feasibility reasons, only studies published in English were eligible for inclusion in this review. As a result, 
we may have introduced language bias and missed key data from studies evaluating the effectiveness, 
accuracy, or cost-effectiveness of RapidAI published in non-English languages. In our literature search, we 
identified 2 studies94,95 published in Spanish that may have contained relevant data. However, only the titles 
and abstracts of these publications94,95 were available in English, and they were not considered further.

We acknowledge that our literature review was specific to comparative studies examining the effectiveness, 
accuracy, and cost-effectiveness of RapidAI for stroke detection. We did not search for other sources 
of information that may provide more details on the process for developing, training, and validating the 
machine-learning models used by RapidAI, such as preclinical studies or product information sheets. While 
we did attempt to consider elements of ethics and equity in our primary literature review, more directed 
searching on ethical considerations related to AI in the context of medical imaging, radiology, or stroke 
detection may have augmented our consideration of ethical dimensions of the technology.

Finally, although we intended to engage with 2 patients and a clinician, we had limited response to our 
outreach for interested individuals. In the end, our engagement was limited to 1 patient contributor. While 
our conversation was helpful for understanding her perspectives, experiences, and priorities for the use 
of AI in stroke detection and contextualize the findings of our report, her input is unlikely generalizable to 
or representative of all patients who have experienced stroke. We were also unable to provide clinician 
perspectives or their experiences with AI-enabled stroke-detection software, such as RapidAI, without their 
participation in the engagement activities. Our approach also required individuals to have access to reliable 
technology, phone, and internet access to view our recruitment initiatives and participate as contributors, 
which would have excluded some voices.

Conclusions and Implications for Decision- or Policy-Making
This review included 2 cohort studies and 11 diagnostic accuracy studies regarding the effectiveness 
and accuracy of RapidAI for stroke detection. No relevant evidence was identified regarding the cost-
effectiveness of RapidAI for stroke detection.

Summary of Evidence
Findings from the included cohort studies suggest that evaluation of CT angiography imaging for detecting 
LVO by RapidAI with clinician interpretation, compared to clinician interpretation alone, for patients with 
suspected stroke may result in clinically important reductions in radiology-report turnaround time. The 
evidence is very uncertain about the effect of evaluating CT angiography images with RapidAI on other time-
to-intervention outcomes (e.g., time from door to intubation, time from door to revascularization), measures 
of functional status (i.e., mRS scores, NIHSS scores), and response to therapy (i.e., TICI scores). The 
certainty of evidence for all effectiveness outcomes was low or very low, primarily because of critical risk of 
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bias due to confounding and imprecision, as results for each efficacy outcome were based on single studies, 
often with small sample sizes.

Low-certainty evidence from 1 diagnostic accuracy study suggests that Rapid ICH with clinician 
interpretation, compared to a reference standard of concordant results between Rapid ICH and 
neuroradiologist interpretation or consensus diagnosis by a panel of 3 neuroradiologists, has a sensitivity 
of 92% (95% CI, 78% to 98%) and specificity of 100% (95% CI, 98% to 100%) for detecting ICH using 
noncontrast CT in people with suspected acute stroke. The certainty of evidence for this finding was rated 
down due to risk of bias and imprecision, as the lower bound of the 95% CI for sensitivity suggests a different 
conclusion regarding the diagnostic value of RapidAI.

As a standalone intervention, evidence from 10 diagnostic accuracy studies indicates that the sensitivity of 
RapidAI for detecting LVO ranges from 62% to 96%, while estimates of specificity range from 65% to 98%. 
There was heterogeneity in the types of LVO assessed, the versions of RapidAI used, the type of CT image 
analyzed (i.e., noncontrast CT or CT angiography), and the methods for determining reference standard 
diagnoses, likely contributing to the variability in results for sensitivity and specificity. The certainty of the 
evidence for these findings was moderate, low, or very low, or there was insufficient information to judge 
certainty, primarily due to risk of bias and imprecision. These results have unclear applicability to clinical 
practice, as the accuracy of RapidAI by itself does not directly answer how much it might improve the 
accuracy of a clinician reader, improve access to care, or impact patient-important outcomes. It is important 
for clinicians who use RapidAI to understand the technology’s diagnostic performance (e.g., estimates of 
sensitivity and specificity) and limitations, and to remain cautious of the potential for over-reliance on AI 
assessments.96

Our findings are generally aligned with a 2024 assessment by the UK National Institute for Health and Care 
Excellence (NICE)30 on AI-derived software to help clinical decision-making in stroke, which included but was 
not specific to RapidAI for stroke detection. The assessment by NICE30 concluded that the clinical evidence 
on AI-derived software to help clinical decision-making in stroke is limited in quality. However, some studies 
evaluating RapidAI (and 2 other AI-derived tools) suggested that people had faster access to treatment after 
using the software, although it was unclear to what extent this was an effect of the software. The diagnostics 
advisory committee recommended that RapidAI can be used in the UK National Health Service while more 
evidence is generated and that it should be used only alongside health care professional interpretation of CT 
scans to reduce the risk of incorrect results.30

Economic Information
Due to the lack of available economic evidence that met our criteria for this review, we cannot draw any 
conclusions on the cost-effectiveness of RapidAI for stroke detection. We reached out to the manufacturer 
but were unable to obtain updated pricing information on this technology.

From publicly available sources, we identified resource considerations regarding the implementation of 
RAPID. Two approaches exist to implement RAPID, each with its own unique resource considerations. The 
first is a single-site (hub) model that would involve loading the application on a local server housed behind 
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the organization’s firewall. In this approach, the CT and/or MRI scanner and PACS modality are connected 
to the server, with CT and/or MRI images sent to an automated software server through Digital Imaging 
and Communications in Medicine (DICOM) connections from the scanners; the automated server then 
pushes the processing results to PACS and/or other digital medical imaging management systems (e.g., the 
Emergency Neuro Imaging Transfer System in Ontario) for viewing and storage by a computer or mobile 
device.24 The alternative approach is called a hub-and-spoke model. This differs in that a single server, 
installed behind the firewall of 1 organization, is shared across all sites. The CT and/or MRI scanners at each 
spoke site are configured to push images through a DICOM connection through a dedicated e-health tunnel 
unique to each site to a centralizer server; this server then pushes the processed results back through the 
dedicated e-health tunnel through a DICOM connection to the local spoke PACS for viewing and storage.24 
Costs differ between these approaches. The hub model would incur server-installation costs, an annual hub 
licensing fee, and a 1-time setup and training fee. In contrast, the hub-and-spoke model would also incur 
an annual hub licensing fee, but the server-installation costs and 1-time setup and training fee would be 
shared across sites. The hub-and-spoke model has additional connection requirements (e.g., bandwidth and 
connection) and requires an external threat risk assessment conducted by an external provider. Furthermore, 
a data-sharing agreement would need to be in place among hub-and-spoke sites.24

Ontario Health published an HTA26 in 2020 on the use of automated CT perfusion imaging to aid in the 
selection of patients with acute ischemic stroke for mechanical thrombectomy. According to its budget impact 
analysis, the annual cost of a licence for the RAPID neuroimaging platform in 2019 depended on the number 
of connected scanners and was between $27,500 (for 2 scanners) and $32,500 (for unlimited scanners) 
per hospital.26 There was an added cost in the first year due to 1-time fees for the initial implementation and 
optimization of RAPID, as well as for training staff ($12,350 for hospitals with 2 or more scanners).26 Publicly 
funding automated CT perfusion imaging across 42 hospitals in Ontario was estimated to result in additional 
costs of $1.3 million in the first year and $0.9 million per year thereafter.26 This costing information was for 
the full RAPID platform, which included several modules for conducting various cerebrovascular diagnostic 
procedures, in addition to automated CT perfusion. Although this report does not address RapidAI’s capacity 
to inform treatment selection (e.g., selecting patients for reperfusion therapy), the findings of the HTA26 by 
Ontario Health may provide insights into the potential costs of implementing the RAPID platform.

Of note, the assessment by Ontario Health led the Hyperacute Stroke Steering Committee to recommend 
a provincial sourcing strategy for RAPID for all Ontario stroke sites and community hospitals. It included an 
agreement with the manufacturer for a standardized pricing schedule, with further price decrease possible for 
all participants in the agreement as tier levels are achieved when new sites join.97 The Ontario agreement is 
a single-site model that includes all stroke modules as part of its licence, with the option to include 1 scanner 
or unlimited scanners. Several software features are included, with add-ons such as unlimited number of 
cases for licensed scanners, unlimited users on the RAPID online training and certification platform, and live 
webinar trainings sessions with clinical experts.97 According to a news release, nearly 50% of Ontario stroke 
sites are currently using RapidAI as of February 2024.98
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Applying the Scottish Framework
We used the Scottish Health Technologies Group’s HTA framework35 as a guide throughout this rapid review, 
helping us determine the types of information to summarize. Overall, we were able to provide information to 
address most of the items outlined in the framework.

For domain 1 (“The technology and its value”), we provided an overview of RapidAI, including how the 
technology works and a summary of the health condition (i.e., stroke), a description of the care pathway 
and how it could change with the introduction of RapidAI, the technology’s value proposition, and the 
clinical need for it. These items were captured in the Context and Policy Issues section of this report. For 
domain 2 (“Safety, acceptability and credibility”), we included a description of RapidAI’s compliance with 
relevant regulatory standards (it is licensed for sale in Canada as a Class III medical device), conducted 
an assessment of the potential harms of RapidAI, and described how RapidAI could create or exacerbate 
health inequities through our analysis of ethics and equity considerations. Domain 3 items (“Demonstrating 
the performance of the technology”) were addressed through our review of the evidence on the effectiveness 
and accuracy of RapidAI for stroke detection (i.e., research question 1).

However, we were unable to address several items in Scottish Health Technologies Group’s HTA 
framework.35 We did not determine how intended users, including clinicians and patients, were involved in 
the design and development of the technology. Our review focused on comparative studies, none of which 
described the initial phases of developing RapidAI. Other published information, such as preclinical studies, 
might provide this information. We were unable to provide information about service users’ and caregivers’ 
experiences with RapidAI. We attempted to engage a clinician with professional experience using RapidAI to 
learn about their perceptions and whether the technology met their expectations. However, this engagement 
was unsuccessful due to time constraints, so we could not comment on users’ experiences of RapidAI. We 
did not address the environmental considerations related to using RapidAI. Our review did not assess the 
potential environmental impacts of changes to care pathways due to the implementation of RapidAI. We 
were unable to determine a measurement plan for ongoing data collection and evidence generation. The 
clinical evidence summarized in this review did not provide any information on how the developer plans to 
monitor the performance and safety of RapidAI as it is adopted in clinical practice. We were also unable to 
determine the cost-effectiveness of RapidAI and the potential budget impact of implementing RapidAI for 
stroke detection in Canada as per domain 4 (“Capturing the cost and value for money of the technology”). 
Although our review included a research question specific to cost-effectiveness (i.e., research question 2), 
we did not identify any economic evidence that met our eligibility criteria, so we cannot draw conclusions on 
the cost-effectiveness of RapidAI for stroke detection.

Considerations for Future Research
Robustly designed and transparently reported studies with low risk of bias that enrol diverse patient 
populations are needed to increase the certainty of the evidence. Investigators should aim to consistently 
and transparently report the versions and algorithms of RapidAI being tested, the types of LVO included, and 
the methods for enrolling participants. The evidence from observational studies summarized in this review 
was limited by a critical risk of bias due to confounding. Future studies should apply methods to control for 
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confounding factors (e.g., age, race, smoking status, diabetes, hypertension) through experimental design or 
through statistical analysis.

Clinicians exploring the implementation of RapidAI should consider conducting silent testing trials before 
adopting it in routine clinical practice. In these trials, AI tools are evaluated in real-time on prospective 
patients, while care decisions continue to be made independently of the tool’s outputs.99 This approach could 
gather data effectively on RapidAI’s performance in real-world settings, accounting for potential differences 
in imaging equipment, patient characteristics, and other parameters that could create a risk for data drift or 
model drift, leading to performance degradation.99,100 Additionally, independent assurance bodies could play a 
role in the continued postmarket testing and monitoring of AI-enabled software in clinical settings, to validate 
their performance and manage risks of overfitting, unintended bias, or degradation of the model.101-103

To better understand the diagnostic accuracy of RapidAI for its intended use (i.e., to complement, rather 
than replace clinicians), additional studies that evaluate the performance of RapidAI alongside clinician 
interpretation are needed, particularly for detecting LVO. Future studies that evaluate the performance 
of RapidAI when used by clinicians with varying levels of expertise or specialties (e.g., resident, clinical 
fellow, radiologist, neuroradiologist) could establish whether RapidAI offers value as a training tool or 
as an overall improvement to standard clinical practice. Of note, diagnostic accuracy studies of RapidAI 
alone are informative for testing and monitoring its performance over time (e.g., to detect any performance 
degradation) and are needed as well.

Because the studies included in our review were focused on applying RapidAI in clinical settings (rather 
than earlier stages of development, such as when the machine-learning models were trained and refined), 
we found not all items of the APPRAISE-AI tool51 and the CLAIM guideline52 were addressed in the 
studies included in our assessment. However, we encourage researchers, manufacturers, and technology 
developers to consider transparently reporting these aspects in studies evaluating the effectiveness 
and accuracy of AI-enabled digital health technologies, as this is the type of information evaluators are 
interested in.

Stroke disproportionately affects women,104 people at lower levels of socioeconomic status,105 people living in 
rural or remote areas,14 and people with various racial and ethnic identities.106 To help address health equity 
concerns, researchers should consider collecting and reporting equity-relevant population characteristics, 
such as place of residence, race, ethnicity, culture, language, occupation, gender, sex, religion, education, 
socioeconomic status, social capital, and disability status. Although these types of information are often 
underreported in medical imaging literature due to the common practice of dataset anonymization, including 
these characteristics and performing subgroup analyses, where appropriate, would generate evidence on 
how the performance of RapidAI may vary across different populations. This could detect algorithmic bias, 
provide insights into the potential impact of RapidAI on existing health inequities, and help ensure that it 
does not create new ones. The literature we reviewed did not indicate whether equity-deserving groups were 
included in the training data for RapidAI algorithms; future research should explicitly report on this, especially 
as the stroke-detection algorithms are updated or new ones are developed.
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Our conversation with the patient contributor engaged in this project identified several outcomes important to 
patients, including time to intervention or diagnosis, diagnostic accuracy, mortality, and measures of physical 
and cognitive function. While some of these outcomes were reported in the included studies, the evidence 
was generally very uncertain. Future studies should evaluate the effects of RapidAI on such patient-
important outcomes (including benefits and harms) as well as its potential impact on health care resource 
utilization to assess its potential for alleviating health human resource constraints. This would provide a more 
comprehensive understanding of the role of RapidAI in stroke detection.

As the number of available AI-enabled digital health technologies continues to increase, evidence evaluating 
their effectiveness and accuracy could evolve to provide detailed descriptions of the process used to develop 
machine-learning models. This includes the methods for data collection, data preprocessing techniques, 
model selection criteria, and the strategies used to validate models and mitigate the risk for algorithmic bias. 
Such reporting would improve transparency, enabling thorough assessments by regulators and evaluators. 
It would also support more informed discussions about the ethical implications of AI technologies and could 
help to ensure technologies meet the needs of diverse patient populations.

Implications for Clinical Practice and Policy-Making
The findings of this report suggest RapidAI shows promise for assisting clinicians in detecting LVO or ICH 
on CT images for patients with suspected acute stroke. The use of RapidAI for stroke detection may result 
in clinically important reductions in radiology-report turnaround time. The evidence is very uncertain about 
the effect of RapidAI on other clinical outcomes, including several time-to-intervention metrics, measures 
of physical and cognitive function, and response to therapy (e.g., reperfusion rates). Evidence of the 
accuracy of RapidAI when used as intended (i.e., alongside clinician judgment) was limited to 1 study.79 
Decision-makers who intend to use these findings to inform decisions should consider that the current 
evidence is limited and of low or very low certainty. The uncertain potential for clinical benefit from reduced 
radiology-report turnaround times needs to be balanced with the risk of undesirable effects resulting from 
false-positives and false-negatives. Although false-positives and false-negatives were infrequent in the 1 
study,79 the certainty of evidence was low.

The implementation of AI-enabled digital health technologies, including RapidAI, raises ethical concerns that 
need to be addressed to ensure responsible and equitable implementation. In this review, we discussed how 
factors such as autonomy, privacy, safety, transparency, explainability, and equity relate to RapidAI and could 
influence its acceptability by clinicians, patients, and health care institutions as they decide whether to adopt 
it. Decision-makers should reflect on the implications of these equity and ethics considerations in their local 
context when making decisions about the use of RapidAI for stroke detection.

Based on mean radiology-report turnaround times and the point estimate for the between-group difference 
from 1 study,73 RapidAI may result in quicker radiology-report turnaround times. While this estimate is 
from low-certainty evidence and our confidence in the effect estimate is limited (the true effect may be 
substantially different from the estimate of effect), the use of RapidAI could lead to an increased number 
of assessments that can be undertaken or less radiologist time required to undertake the same number 
of assessments. For example, based on a standard 8-hour shift for a radiologist whose time is solely 
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allocated to radiology assessments and the mean radiology-report turnaround times reported (22 minutes 
per assessment with RapidAI and 30.5 minutes per assessment without RapidAI), the use of RapidAI may 
lead to approximately 22 assessments over an 8-hour period, compared with 16 assessments without the 
use of RapidAI. Such gains in efficiency could lead to increased clinician capacity for other tasks; faster 
triage, decision-making, and treatment initiation; and, ultimately, better patient outcomes. However, real-
world efficiency gains may be tempered based on the type and amount of radiologist workload, which in 
turn depends on various factors, such as disease prevalence in specific communities of care and whether 
RapidAI is used across multiple sites with centralized reporting. Future research addressing the limitations 
of the current evidence could provide greater clarity on how RapidAI impacts patients, clinicians, and 
decision-makers.
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Key Messages
What Is the Issue?

• Globally, we are seeing a widespread increase in the interest, development, and use of artificial 
intelligence (AI)–enabled medical devices. Comprehensive evaluation through health technology 
assessment (HTA) can ensure that digital health technologies (DHTs), including AI-enabled medical 
devices, are adequately equipped to balance benefits and harms, while being interoperable and 
equitably accessible to people living in Canada.

• In the UK, a checklist called Digital Technology Assessment Criteria (DTAC) is used as an add-on 
component to HTAs to capture additional considerations for the implementation of DHTs. The 5 core 
areas of DTAC are clinical safety, data protection, technical security, interoperability, and usability and 
accessibility. In Canada, we currently do not have a DTAC equivalent that can be used as an add-on 
to traditional HTA.

• This implementation review is needed to assist health systems in Canada in preparing for the uptake 
of AI-enabled medical devices, as these technologies pose new challenges. We assessed whether 
the safeguards and assessment criteria captured by DTAC and other AI-related resources are in 
place to inform decision-making around the digital infrastructure elements of implementation.

What Did We Do?
• We conducted an implementation review, using a phased approach, to determine whether DTAC can 

be applied to the health care context in Canada to inform the implementation of DHTs and to identify 
any additional implementation considerations specific to the use of AI-enabled medical devices in 
Canada. We integrated ethics and equity considerations across both phases of the review.

• In phase 1, we applied DTAC to the health care context in Canada by determining whether we have 
equivalent or similar measures, strategies, and policies in place to implement DHTs safely.

• In phase 2, an information specialist searched for literature to identify implementation guidance 
specific to AI and relevant to Canada to supplement DTAC. One reviewer screened publications for 
inclusion based on predefined criteria, incorporated relevant information into tables, and summarized 
the findings narratively.

• We leveraged patient engagement activities conducted in a concurrent Canada’s Drug Agency review 
of a specific AI-enabled medical device in stroke detection to learn from a patient contributor with 
lived experience of a hemorrhagic stroke. We learned about her experience, perspectives, priorities, 
and thoughts about using AI in clinical decision-making.

What Did We Find?
• With some caveats, we found that many of DTAC’s assessment criteria have equivalent or similar 

guidance for the health care context in Canada. Some exceptions are derived from the differences 
in Canada’s current governance and health care structure. Further investigation is required to 



57/89

Context and Policy Issues

RapidAI for Stroke Detection: Main Report

understand whether certain policies in Canada provide sufficient coverage to fulfill DTAC’s criteria 
(e.g., clinical safety).

• We identified several considerations for implementing AI-enabled medical devices, with many 
having underlying ethical and equity implications. Much of the identified guidance emphasizes 
implementation considerations that apply to the AI system’s entire life cycle, including the most 
prevalent consideration: ensuring AI-enabled medical devices are monitored, maintained, and 
sustainable. Examples of additional considerations include AI data governance and data protection; 
transparency and explainability; and inclusiveness, equity, and minimization of bias.

• The patient contributor highlighted several considerations relevant for this review, such as data 
protection and privacy as well as accessibility and equity.

What Does This Mean?
• We have identified key considerations for AI-enabled medical devices that health care decision-

makers may consider for the safe and successful implementation of AI in health care in Canada.

• While Canada has DTAC-equivalent or similar measures, strategies, or policies in place, we identified 
a need for a checklist like DTAC that senior decision-makers can use. This checklist could be an 
adaptation of DTAC and could include additional implementation considerations for AI-enabled 
medical devices to ensure that these technologies meet the minimum baseline standards set out by 
DTAC and inform the next steps for the safe and successful implementation of AI-enabled medical 
devices in Canada.

• This implementation review for all AI-enabled medical devices is to be used alongside reviews of 
specific AI technologies, including the concurrent review of RapidAI, and will serve as a foundational 
report to be tailored for each AI topic and updated with the latest developments in the regulation and 
other aspects of management of AI in the context of Canada.

Context and Policy Issues
What Are AI-Enabled Medical Devices?
AI-enabled medical devices, a type of DHT, are advancing rapidly and generating much hope and hype.1 
AI uses algorithms or models to perform tasks and mimic human behaviours, such as learning, making 
decisions, and making predictions.2 When a medical device incorporates AI algorithms and machine-learning 
(ML) models to enhance its functionality and performance, it is often described as an AI-enabled or ML-
enabled medical device (MLMD).2,3 An example of an AI-enabled medical device is the software platform 
RapidAI,4 which was assessed alongside this review. RapidAI provides tools for medical imaging by using 
AI to facilitate viewing, processing, and analysis of CT images.4 The RapidAI software broadly aims to help 
clinicians assess patients with suspected medical conditions and determine the appropriate treatment.4 While 
DHTs promise to improve various outcomes (e.g., better access to health care), evaluating and implementing 
them presents new and unique challenges. AI likely poses all the challenges (e.g., data considerations, 
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interoperability issues) characteristic of other classes of DHTs and additional ones (e.g., algorithmic fairness 
and biases, black-box or continuous-learning nature),5-7 serving as a useful test case for addressing the 
many challenges DHTs pose.

How Are AI-Enabled Medical Devices Regulated in Canada?
In Canada, medical devices are regulated by the Medical Devices Regulations, which are established under 
the authority of the Food and Drugs Act.8,9 The regulations use a risk-based approach to regulating products 
within their scope, with devices classified into 1 of 4 classes (i.e., Class I represents the lowest risk and 
Class IV, the highest).10 Software has become an increasingly important part of many products, integrated 
widely into digital platforms, including those used for medical purposes.10,11 In 2019, Health Canada provided 
guidance documents to clarify how software as a medical device (SaMD) fits into Health Canada’s regulatory 
framework for medical devices, including examples of software using AI.10,12 SaMD is defined as software 
intended to be used for 1 or more medical purposes that performs these purposes without being part of a 
hardware medical device.10,12

All health care organizations, including regulatory bodies and HTA agencies, in Canada and internationally 
face similar challenges associated with DHTs, including AI-enabled medical devices, that go beyond each 
organization’s or jurisdiction’s purview. As a result, there has been a strong interest in working together and 
aligning approaches across organizations and jurisdictions,13 and work has been done to align guidance from 
regulatory agencies in Canada, the UK, and the US (e.g., MLMD guiding principles).14,15

Why Is It Important to Do This Review?
Globally, we are seeing an increase in medical devices relying on software incorporating AI.3 Given the 
inherent nature of AI as a disruptive technology in health care, its comprehensive assessment through 
HTA is essential to ensure that DHTs are adequately equipped to balance benefits and harms, while being 
interoperable and equitably accessible for people living in Canada.

Canada’s Drug Agency (CDA-AMC) has recently established information-sharing and collaborative 
relationships with various organizations, including an international partnership with HTA bodies.16 From 
this partnership, CDA-AMC learned of the Scottish Health Technology Group’s evidence framework, which 
outlines an approach to DHT assessment.17 This includes an HTA framework18 and DTAC19 as an add-on 
component. The Scottish group’s approach to add-on DTAC is consistent with the UK National Institute for 
Health and Care Excellence (NICE)’s approach (i.e., it mandates DTAC for use in the UK National Health 
Service [NHS]). This review of implementation considerations applied DTAC19 to the health care setting 
in Canada. The accompanying review of RapidAI applied the Scottish Health Technology Group’s HTA 
framework.18 The application of the Scottish framework allowed us to leverage existing work to ensure 
alignment and harmonization across organizations and to gain efficiency and sustainability. We plan to share 
our experiences with the framework and the criteria with the international partners.

DTAC is a checklist that captures additional considerations for the implementation of DHTs not captured by 
traditional HTA; in the UK setting, the checklist represents the NHS’s minimum baseline standards for the 
use of a DHT.19 For example, it includes 5 core areas to establish whether the product is clinically safe to use 
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from risk-management perspectives (i.e., under “clinical safety”); collects, stores, and uses data compliantly 
(i.e., under “data protection”); meets industry best-practice security standards (i.e., under “technical 
security”); exchanges data with other systems well (i.e., under “interoperability”); and follows best practice 
and meets user needs (i.e., under “usability and accessibility”).19 As of September 2024, Canada does not 
have a DTAC equivalent for health care systems to use at the point of procurement or as part of an ongoing 
monitoring process for DHTs, including AI-enabled medical devices. While DTAC questions are generally 
specific to the UK setting, we expected DTAC could be applied to the health care context in Canada to inform 
the implementation of DHTs.

Objectives
This report aims to assist health systems in Canada in preparing for the uptake of AI-enabled medical 
devices by assessing whether appropriate safeguards and assessment criteria are in place to inform 
implementation decision-making. The key objectives of this implementation review are to identify and 
describe the digital infrastructure elements of implementation considerations specific to the use of AI-enabled 
medical devices in Canada.

The target audience of this work is large and includes regulators, government officials, health care decision-
makers, clinicians, health care professionals, DHT developers, and researchers, among others.

Research Question
What are the implementation considerations for the use of AI-enabled medical devices in Canada?

Methods
Study Design
We conducted an implementation review using a 2-phase approach:

1. We applied DTAC to the health care context in Canada by determining whether we have equivalent 
or similar measures, strategies, and policies in place to implement DHTs in Canada safely (phase 1).

2. We conducted a literature review to identify implementation toolkits, guidance, and recommendations 
specific to AI and relevant to Canada to supplement DTAC, in case there are any additional 
considerations important for AI-enabled medical devices use in Canada (phase 2).

We integrated patient input and ethics and equity considerations across both phases of the 
implementation review.

This report is not a systematic review and did not involve a critical appraisal of the literature. It is not 
intended to provide recommendations for or against the use of AI in health care. Thus, conclusions or 
recommendations about the value of or place in therapy for AI are outside of this report’s scope.
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Phase 1: Apply DTAC
For this review, we focused on applying all assessment criteria (i.e., Sections C and D) of DTAC to the health 
care context in Canada. Section C focuses on DTAC’s core assessment criteria, which includes technical 
questions about clinical safety, data-protection, technical security, and interoperability criteria. Section D 
focuses on key usability and accessibility principles.

For each component of Section C and D of DTAC, 1 researcher reviewed each question and:

• determined what the question is asking and who is responsible for addressing it in the 
context of the UK

• investigated who is responsible for overseeing the element identified by the question in the context of 
Canada (e.g., federal government, provincial/territorial government, international organization)

• investigated what measures, strategies, and policies are in place in Canada, to address whether 
they are regulated or mandated in some capacity (e.g., by Health Canada) and whether they are 
equivalent or similar to those in the UK.

One reviewer obtained publicly accessible documents from government websites (e.g., the NHS in the UK, 
Government of Canada) and organizational websites (e.g., International Organization for Standardization). 
One reviewer extracted and populated these data into tables in Microsoft Word and progressed to phase 2.

Phase 2: Conduct Literature Review
Literature Search Methods
An information specialist conducted a focused internet search using keywords describing AI in health care 
and AI-enabled medical devices, by browsing and searching sources listed in relevant sections of Grey 
Matters: A Practical Tool For Searching Health-Related Grey Literature.20 Sections included websites of 
health technology agencies in Canada, major international health technology agencies, regulatory agencies, 
and international health organizations to identify information on the implementation considerations for AI 
in health care. Searching was completed on May 21, 2024. The information specialist limited the search to 
English-language documents.

Screening and Guidance Selection
One reviewer screened the literature search results in Microsoft Word and reviewed the full text of all 
potentially relevant publications. Table 1 presents the selection criteria.

Table 1: Selection Criteria
Criteria Description
Concept Implementation considerations for the use of AI-enabled medical devicesa

Context Canada and health systems comparable to those in Canadab

Types of Sources Implementation toolkits, guidance, and recommendations (e.g., guidance from reputable health 
organizations or professional associations)

Publication Date No date limits
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Criteria Description
Language English

AI = artificial intelligence.
aWe define AI-enabled medical devices as those used for medical purposes that have a direct involvement in and direct impact on patient care to achieve specific health 
outcomes for those patients, aligned with Health Canada’s approach to defining software as a medical device10 and NICE’s Evidence Standards Framework for Digital 
Health Technologies and Tier C technologies.21

bCountries that qualified as having health systems comparable to those in Canada for this review included (in alphabetical order): Australia, France, Germany, Netherlands, 
and the UK, all of which are Organisation for Economic Co-operation and Development (OECD) members and have a mix of public and private health care.22

Exclusion Criteria
One reviewer excluded publications that did not meet the selection criteria outlined in Table 1. If a guidance 
document included outdated evidence (e.g., describes a law that no longer applies), we included only the 
current and relevant information for this review.

Data Extraction
We used a pragmatic approach to extract and synthesize the data. One reviewer extracted and populated 
all relevant data into tables in Microsoft Word, including bibliographic details, such as organization name, 
year of publication, country, target audience (e.g., regulators, DHT developers), and principal components 
addressed (e.g., clinical safety, data privacy, interoperability).

Analysis, Synthesis, and Reporting of Findings
During phase 1, the reviewer first populated Table 2 in the Supporting Information document (refer to Main 
Findings) with details about what each assessment question is asking, who is responsible in the context 
of the UK and Canada, and any equivalent measures, strategies, and policies that are in place in Canada. 
During phase 2, the reviewer conducted a descriptive analysis to supplement the data table from phase 
1 (i.e., Table 2 in Supporting Information document [refer to Main Findings]) by adding implementation 
consideration themes for using AI-enabled medical devices in Canada next to the corresponding sections 
(i.e., grouping similar considerations together, determining theme names based on these groupings). 
Table 3 in the Supporting Information document (refer to Main Findings) provides detailed examples of these 
additional implementation considerations for AI-enabled medical devices. The reviewer produced a narrative 
summary of the results presented in the Supporting Information document (refer to Main Findings). Finally, 
the reviewer provided general conclusions about whether DTAC’s assessment considerations are already in 
place in the various jurisdictions in Canada.

Ethics and Equity Considerations
The integration of ethics and equity considerations was driven by an analysis of key items with ethics and 
equity implications in DTAC, augmented by key tools and frameworks (e.g., UNESCO Recommendation on 
the Ethics of AI;23 WHO Guidance: Ethics and Governance of Artificial Intelligence for Health),24 as well as 
the European Network for Health Technology Assessment (EUnetHTA) Core Model 3.0 Ethics Domain25 and 
the Equity Checklist for HTA.26

We used prompts and guiding principles from these sources to help identify and reflect on ethics and equity 
considerations in the implementation of AI and DHTs relevant to patients, providers, and health systems. 
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With the assistance of a reviewer with ethics expertise, we synthesized the findings of these prompts and 
descriptive analyses into analytic categories representing the key ethical and equity considerations related to 
AI and the implementation of DHTs more broadly.

Patient and Clinician Engagement
Invitation to Participate and Consent
Patient and clinician engagement is an important component of our projects, as it allows us to consider their 
experiences when writing our report. We leveraged the engagement activities conducted for the RapidAI 
review to incorporate input from patients and clinicians in this project.

For the RapidAI review, we disseminated a patient engagement request for individuals with lived experience 
of a hemorrhagic stroke through several large patient-advocacy groups. We also sent an engagement 
request to several clinics that specialize in AI and use RapidAI, seeking a clinician to participate in a 1:1 
engagement. Interested individuals — 1 patient and 1 clinician — responded to our outreach requests, and 
a Patient Engagement Officer conducted introductory discussions by email or Zoom. During these initial 
discussions, the Patient Engagement Officer described CDA-AMC and gave an overview of the purpose and 
scope of the project and the nature of the engagement. Both interested parties were invited to participate, 
and the interested patient agreed. The clinician declined due to time constraints.

The Patient Engagement Officer obtained informed consent from the patient contributor to participate in a 
discussion with CDA-AMC project team members and for a recording and summary of the discussion to be 
shared with the broader project team for their review. The patient contributor was offered a gift card as a 
gesture of thanks for her time and expertise and was offered the opportunity to be thanked by name in the 
report or to remain anonymous.

Engagement Activities
We invited the patient contributor to participate in an interview facilitated by the Patient Engagement Officer. 
Three members of the project team also attended. The purpose of attending the dialogue was for the project 
team members to hear directly from an individual with lived experience of a hemorrhagic stroke and ask 
questions relating to what they are reading in the literature, including AI use in health care. This offered 
insights to the project team members and allowed for a more nuanced understanding of the literature.

With the patient contributor’s consent, we recorded the dialogue for note-taking purposes, and so that other 
members of the project team could review and learn from the conversation. We structured the interview into 
2 parts: the patient contributor’s lived experience with a stroke and AI in interpreting image results. Patient 
involvement was guided by the Guidance for Reporting Involvement of Patients and the Public (version 2) 
Short Form reporting checklist,27 which is outlined in Table 4 of the Supporting Information document (refer to 
Patient Engagement).

The Patient Engagement Officer subsequently drafted a summary of the conversation and sent it to the 
patient contributor for review and approval. The summary was used as a prompt for the authors of this report 
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as they were drafting the report and was not published. To inform this review, we used the summary to 
extract any discussion points or themes related to AI implementation considerations.

External Review
Peer Review
Before the review phase began, 1 clinical expert with expertise in stroke assessment, 1 clinical expert with 
expertise in AI radiology, and 1 ethics expert with expertise in AI consulted for the RapidAI review reviewed 
the project plan. The same experts reviewed the draft version of this report, and their feedback was 
incorporated into the final version of this report.

Feedback Opportunity
The draft version of this report was posted on the CDA-AMC website to allow interested parties to provide 
feedback. We considered all feedback received and revised the report accordingly. Therefore, this final 
version of the report reflects the comments and suggestions from the peer reviewers and from the feedback 
opportunity.

Summary of Findings
Summary of Included Guidance
For phase 1 of this review, we used DTAC as our reference document and applied it to the health care 
context in Canada. We identified most of the relevant information to contextualize each assessment question 
in DTAC to Canada from search engine results of government websites (e.g., provincial, territorial, and 
federal) and websites of international organizations (e.g., International Organization for Standardization).

For phase 2 of this review, our literature search results included 13 relevant guidance documents that 
described implementation considerations for AI-enabled medical devices. Among these documents, we 
focused our data extraction, analysis, and synthesis of the general health guidance documents from Canada 
(i.e., directly applicable to the health care context in Canada, not specialty-specific). We also used WHO 
Guidance: Ethics and Governance of Artificial Intelligence for Health and other identified international 
guidance to provide additional examples of implementation considerations as supporting evidence from 
international sources.

Guidance from Canada
We identified 8 relevant guidance documents from Canada.

Canada Health Infoway has published a comprehensive toolkit for implementers of AI in health care.28 This 
toolkit provides an overview of the issues related to implementing and using AI solutions in health care. It 
offers strategic and operational guidance for designing responsible AI projects and governance programs. 
The toolkit includes thorough checklists for identifying and addressing bias in AI systems, assessing AI 
vendors, and data testing and monitoring.28 For example, the AI vendor assessment checklist could be 
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used as a guide when evaluating vendors for any AI-related medical devices in the health care context. 
The checklist asks several questions under the following categories: commitment to responsible innovation, 
value alignment, inclusivity, nature of technology, risk management, data quality testing, data access, data 
sharing, transparency and explainability, human oversight, accountability, and knowledge transfer.28 Canada 
Health Infoway has also published an additional digital health solutions guidance document regarding 
privacy and security for vendors, health care organizations, and patients.29 This guideline contains a small 
subsection about health care AI, and its content largely overlaps with Canada Health Infoway’s Toolkit for 
Implementers of AI.29

Health Canada, the UK Medicines and Healthcare products Regulatory Agency, and the US FDA jointly 
published 10 guiding principles that can inform the development of good ML practices, promoting safe, 
effective, and high-quality AI- and MLMDs.15 These agencies have also released related documents for 
guiding principles for transparency for MLMDs14 and predetermined change control plans.30 Health Canada 
has since released draft premarket guidance for an ML system of an MLMD.31 Health Canada’s premarket 
guidance targets manufacturers submitting a new or amendment application for Class II, III, or IV MLMDs 
under the regulations.31 Health Canada also expects applications for an MLMD to include information about 
how the manufacturer has adopted good ML practices15 within the organization and implemented them 
throughout the product life cycle.31 For example, transparency requirements should consider those involved 
in patient health care (e.g., patients, users, health care providers, and regulators) across the medical 
device’s life cycle.31

The Vector Institute, an Ontario-based AI research institute, produced a Health AI Implementation Toolkit32 
to highlight common deployment barriers for those looking to implement innovative health AI research in 
a clinical context. This guidance32 includes a health AI implementation checklist organized according to 4 
primary considerations:

• Do you have a mature, validated AI model?

• What is your technical integration strategy?

• What is your change management strategy?

• Do you have a data-governance and sustainability plan?
This guidance primarily targets individuals (e.g., researchers, clinicians, health professionals) who have 
developed a robust, mature health AI model or application and are looking to deploy their solution in a clinical 
environment.32

In 2022, the Canadian Law & HTA Working Group published Legal Guidance for Canadian HTA Bodies.87 
This publication is intended to support HTA bodies in Canada in incorporating legal analysis into their 
evaluations. Its primary target audience is nonlawyers working in HTA bodies. For example, it mentions 
that AI poses an increased risk of privacy breaches and acknowledges that the existing legislation attempts 
to balance the patient’s right to privacy with the needs of health care workers, administrators, and policy-
makers to use and disclose the information to provide treatment, conduct research, perform billing, and 
deliver effective health care. This guidance provides trigger questions for HTA bodies to consider around 
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such topics. Additionally, we identified other specialty-specific guidance from reputable associations (e.g., 
the Registered Nurses’ Association of Ontario for clinical practice in a digital health environment and the 
Canadian Association of Radiologists for ethical and legal issues related to AI in radiology).34,35

International Guidance
We identified 5 international guidance documents aimed at health systems comparable to Canada,22 
including Australia, France, and the UK.

WHO published a report that endorses key ethical principles for the use of AI for health.24 WHO36 also 
developed a framework that provides an overview of considerations in evaluating clinical evidence regarding 
AI-SaMD, aiming to help formulate a consensus for guiding validation, generating evidence, and reporting 
across the total product life cycle in a global health context. Given the nature of this guidance, we focused 
on extracting information related to implementation considerations (e.g., deployment, postdeployment 
monitoring and surveillance) rather than clinical evaluation.36

The UK’s Medicines and Healthcare products Regulatory Agency produced guidance to ensure that medical 
device regulation is fit for purpose for software, including AI.37 Moreover, the UK has further guidance on 
the regulation of AI as a medical device,38 and NICE’s evidence standards framework for DHTs for the HTA 
setting now includes evidence requirements for AI and data-driven technologies with adaptive algorithms.21 
The Australian government regulates AI as a medical device when it is used for diagnosis, prevention, 
monitoring, prediction, prognosis, treatment, or alleviation of disease, injury, or disability.39 It also has 
evidence requirements for AI software throughout the product life cycle and includes robust postmarket 
monitoring practices to ensure continued device performance and model accuracy.39 The Haute Autorité de 
Santé in France has a guide for submitting a medical device and health technology for HTA.40 It provides a 
7-page table for applicants to complete when the medical device has at least 1 ML process.40

We provided details regarding the publications included in the Supporting Information document (refer to 
Characteristics of Included Guidance). We described additional details about the relevant AI considerations 
in the subsequent section and Table 3 of the Supporting Information document (refer to Main Findings).28 We 
also provided a list of potential references of interest that did not meet our eligibility criteria in the Supporting 
Information document (refer to References of Potential Interest), which includes publications focusing on 
knowledge-user perspectives and examples of preliminary frameworks or guidance as additional resources 
that may be useful to others.

Implementation Considerations
Implementation considerations identified from DTAC and guidance from Canada and international 
sources were organized by the 5 core areas of DTAC: clinical safety, data protection, technical security, 
interoperability, and usability and accessibility.
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Clinical Safety (Section C1 of DTAC)
Applying DTAC’s Section C1 to the Health Care Context in Canada
The clinical safety section of DTAC provides considerations to establish that the DHT product is clinically 
safe to use beyond the typical clinical benefits and harms considerations in HTA from risk-management 
perspectives (e.g., clinical risk-management activities for the development and maintenance of health 
information technology [IT] systems).19 In the UK, the clinical safety considerations fall under the 
national government (i.e., NHS, Medicines and Health care products Regulatory Agency). The identified 
considerations for Canada are federally governed (i.e., Health Canada).

Specifically, for the UK, DTAC asks whether clinical risk-management activities undertaken for the DHT 
product comply with DCB0129, a standard for organizations responsible for health IT development and 
maintenance. DCB0129 outlines the clinical risk-management standards for manufacturers of health 
IT systems. In Canada, an international standard similar to DCB0129 is ISO 14971, which applies to 
manufacturers of medical devices worldwide but is not limited to cybersecurity considerations.41 Certification 
to the ISO 13485 Quality Management Systems standard is also required by Health Canada’s regulations 
(i.e., a standard that looks to ISO 14971 for risk-management guidance).42 For medical devices in Canada, 
manufacturers of Class II, III, and IV devices must obtain a medical device licence (i.e., a Medical Devices 
Active Licence) before selling a medical device in Canada.43 The application for a medical device licence 
is completed through Health Canada.44 Class I medical devices do not require a licence but are monitored 
through the establishment licensing process.43 Health Canada has Medical Devices Regulations (SOR/98 
to 282) outlining safety and effectiveness requirements;9 SaMD guidance, including risk classification of 
medical devices; and guidance for incident reporting.31,43,45-47 The NHS provides a clinical risk-management 
system template that outlines the processes to ensure that all health care IT used to support care within the 
organization is developed, implemented, and used safely. We did not identify an equivalent clinical risk-
management system template for the context in Canada. We did identify a landing page on Health Canada’s 
website devoted to compliance and enforcement of medical devices (e.g., forms, guidance, policies, and 
laws).48 Additional investigation is required to determine whether the forms, guidance, policies, and laws that 
Health Canada provides on its website provide sufficient coverage to fulfill DTAC’s criteria for clinical safety.

Additional Considerations for AI-Enabled Medical Devices
Monitoring, Maintenance, and Sustainability Throughout the AI Product Life Cycle
WHO Guidance: Ethics and Governance of Artificial Intelligence for Health highlights the importance of 
promoting human well-being, human safety, and the public interest in AI technologies.24 WHO emphasizes 
that AI technologies should satisfy regulatory requirements of safety, accuracy, and efficacy before 
deployment and that measures should be in place to ensure quality control and quality improvement (i.e., 
monitoring, maintenance, and sustainability).24

We identified additional guidance that provides AI considerations for establishing clinical safety before 
deployment and as a part of maintenance and monitoring after deployment. The fundamental reason for 
regularly monitoring and maintaining AI products is to ensure their relevance, accuracy, efficacy, and safety.32 
Thus, AI considerations about monitoring and maintenance have been included under this clinical safety 
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section unless they were explicitly linked to data protection, technical security, interoperability, or usability 
and accessibility. This concept also coincides with the idea of iterative implementation, which is described 
in the literature as a way to overcome AI implementation barriers in primary health care in Canada.49 These 
considerations are presented together (i.e., life cycle approach) to showcase specific examples from the 
identified evidence.

• Performance and validation: Health Canada’s draft guidance reiterates the need for manufacturers 
of MLMDs to provide performance or bench testing or software verification and validation information 
(e.g., descriptions of the chosen performance metrics, acceptance criteria, and operating point or 
threshold with clinical and risk-based justifications; evidence to demonstrate that the ML system 
performs as intended and meets expected performance requirements when integrated as part of the 
medical device system or software). Health Canada states manufacturers should also provide the 
appropriate clinical evidence, including clinical validation studies, to support their device’s safe and 
effective clinical use.31 The Vector Institute32 provides further considerations to ensure that the AI 
model validation process is comprehensive and rigorous and the model is robust and generalized well 
to new and unseen data. They state that this can improve outcomes while maximizing patient safety 
and privacy.32 They also state that AI systems should incorporate feedback and continuously improve 
based on user needs and technological advancements to remain relevant and beneficial in the 
long-term.32 Performance monitoring is a component of the sustainability strategy for evaluating the 
AI tool.32 It involves regularly monitoring the system’s performance and impact on patient outcomes to 
identify any issues that need to be addressed and to demonstrate the system’s value to its users.32,34 
When the model has a “human in the loop,” emphasis should be placed on the performance of the 
human-plus-AI team, including human-factor and human-interoperability considerations, rather than 
on the model’s performance in isolation.15,34

• Risk assessment and management: The identified guidance emphasizes providing evidence of 
risk management to address risk of harms (e.g., by addressing questions such as “If the system does 
not operate as intended, could it negatively impact patients’ standard of care?” and “Could the output 
from the AI system result in denying services for a patient?” and monitoring performance degradation, 
such as data drift).15,28,31,39

• Data quality testing: The Vector Institute suggests implementing “processes to regularly check, 
clean, and improve the data quality to ensure its accuracy and consistency” (e.g., by addressing 
questions such as “Does the vendor have documented processes to test data for completeness, 
representativeness, and accuracy?” and “Has an assessment been done to see if the source of data 
is suitable for the intended purpose?”).28,32

Table 3 in Supporting Information document provides additional examples (refer to Main Findings).

During the interview with the patient contributor, she discussed clinical safety. Specifically, the patient 
contributor hoped AI could result in a faster and more accurate diagnosis. She hoped this might help 
clinicians initiate the most appropriate treatment sooner, which could reduce the damage caused by stroke 
(i.e., her lived experience with a medical condition) and improve outcomes (e.g., mortality). The patient 
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contributor posited that, while ensuring the accuracy of the AI technology was a concern, she was curious 
about whether AI could accurately identify issues earlier than a clinician or prevent human error.

Data Protection (Section C2 of DTAC)
Applying DTAC’s Section C2 to the Health Care Context in Canada
The data-protection section of DTAC provides considerations to establish that the DHT product collects, 
stores, and uses data compliantly (e.g., ensuring assessment and mitigation strategies and a Data Protection 
Officer are in place).19 In the UK, data-protection laws for personal information and health information are 
nationally regulated. In Canada, privacy legislation is governed at the federal level and at the provincial and 
territorial level, depending on the data type and jurisdiction. Through the Office of Privacy Commissioner of 
Canada, privacy legislation (Personal Information Protection and Electronic Documents Act [PIPEDA], S.C. 
2000, c 5) generally applies to private-sector organizations that collect, use, and disclose personal health 
information (PHI) in the course of a commercial activity.50 There is also guidance on how PIPEDA applies to 
processing personal data across borders.51 Alberta, British Columbia, and Quebec have their own private-
sector privacy laws that have been deemed substantially similar to PIPEDA.28,52 Ontario, New Brunswick, 
Nova Scotia, and Newfoundland and Labrador have also adopted “substantially similar legislation” regarding 
the collection, use, and disclosure of PHI.50 Collection, use, and disclosure of PHI by a physician is governed 
by that jurisdiction’s health privacy legislation, if such laws exist. Freedom of information and protection of 
privacy and health information acts at the provincial and territorial level are additional health privacy laws in 
Canada.28 In the UK, some businesses require registering with the Information Commissioner and paying 
a data-protection fee. In Canada, all businesses that handle personal information are subject to privacy 
laws (e.g., PIPEDA), but there does not appear to be a registration or data-protection fee requirement.50 
Businesses may complete a PIPEDA’s voluntary self-assessment tool to evaluate and improve their personal 
information management systems and practices.53

The Government of Canada has tabled Bill C-27, Digital Charter Implementation Act, 2022.54,55 This act 
aims to strengthen Canada’s private-sector privacy law, create new rules for responsible AI development 
and deployment, and continue advancing the implementation of Canada’s Digital Charter.55 Bill C-27 would 
repeal Part 1 of the PIPEDA and enact the Consumer Privacy Protection Act, the Personal Information and 
Data Protection Tribunal Act, and the AI and Data Act.55 The Office of the Privacy Commissioner of Canada’s 
submission on Bill C-27 states that it follows the former Bill C-11, the Digital Charter Implementation Act, 
2020, which also proposed amendments to PIPEDA and died on the Order Paper when Parliament was 
dissolved on August 15, 2021, in advance of the 2021 federal election.56 Thus, until Bill C-27 receives Royal 
Assent, PIPEDA remains Canada’s current federal privacy law.

DTAC states that Data Protection Officers are required in the UK, depending on the type of organization and 
core activities.19 For example, a Data Protection Officer is needed if an organization’s core activities involve 
processing health data.19 For Canada, the federal and provincial personal information protection acts all 
suggest designating a privacy representative.53,57-59 The UK government has a Data Security and Protection 
Toolkit that all organizations must use if they have access to NHS patient data. Since the provincial and 
territorial governments in Canada govern the management of PHI, there is no centralized federal toolkit 
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for data security and protection of patient data. DTAC also identifies data-protection impact assessments, 
which help organizations assess and demonstrate compliance with data-protection obligations.19 In the 
UK, guidance for such assessments is provided by the Information Commissioner at the national level. 
In Canada, it is more nuanced, given that guidance for personal information would be at the federal level 
and guidance for health information would be at the provincial and territorial level, and data-protection 
impact assessments are mandated in some jurisdictions (e.g., British Columbia, Quebec) but not others 
(e.g., Alberta).

Because of the nuances of privacy laws in Canada, mobilizing high-quality, diverse datasets of PHI from 
across Canada for AI training can be challenging.28 Despite this, it appears that Canada has equivalent 
policies to address DTAC’s considerations for data protection that reflect laws and the structure of the health 
care systems in Canada.

Additional Considerations for AI-Enabled Medical Devices
AI Data Governance and Data Protection
A critical part of deploying an AI application is having a robust data-governance strategy.32 The Vector 
Institute,32 Canada Health Infoway,29 and Health Canada15 suggest establishing comprehensive 
organizational policies and procedures for AI data governance to ensure AI’s responsible use and 
deployment, such as data quality, privacy, security, access, sharing, life cycle management, and regulatory 
compliance. Appropriate data governance should enable access to the right data for the right people at the 
right time.29,32

Several ethical considerations relate to AI data governance, training, and operationalization, including 
consent, de-identification, privacy law compliance, and data transmission security.28 The Canadian 
Association of Radiologists also emphasizes the ownership of electronic medical records and the secondary 
use of de-identified medical data are complex issues that will likely depend on the type of use.35 It mentions 
that tools and policies are required to facilitate and standardize the anonymization of medical images, which 
is likely relevant for other specialties as well.35 Moreover, it highlights that emerging legislation advocates for 
robust de-identification methodologies and cautions against the risk of re-identification.28

Canada Health Infoway suggests that AI system implementers create a code of ethics and principles, 
provide ethics training, and establish an ethics board or subcommittee.28 Further considerations include 
protecting human autonomy (i.e., maintaining human control of health care systems and medical decisions) 
and allowing individuals to opt out of being included in the data used to train or run the AI system.28 The 
Canadian Association of Radiologists states that “respect for data privacy requires balancing the principle of 
beneficence and justice (to improve medical care for others via secondary use of an individual’s data) versus 
the principle of respect for autonomy (as regards the concept of free and ongoing informed consent).”35 
Individual data participants can request access and correction to their personal information under privacy 
laws in Canada. These rights can be difficult to implement where data are co-mingled in large databases for 
AI algorithm training (i.e., it is technically challenging to segment data). To this end, the Canadian Association 
of Radiologists describe that, to facilitate the development of AI applications in health care, a transition from 
“informed consent” for specific data uses to “broad consent,” “opt-out consent,” and/or “presumed consent” 
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for more general data uses is required.35 Using examples from other countries, the Canadian Association 
of Radiologists describes what each consent model might look like. For example, the European Union’s 
General Data Protection Regulation allows patients to give general “consent to certain areas of scientific 
research, when in keeping with recognized ethical standards” (i.e., broad consent). It mentions that the 
data custodian and the general parameters of potential data use are identified and agreed to, but the exact 
projects and users of the data are not known. It presents the example of “opt-out” consent (e.g., allowing 
certain items to be excluded) as an option that will likely be difficult to feasibly implement, as it would be 
cumbersome and logistically challenging. The Canadian Association of Radiologists provide a further 
recommendation “to advocate for general adoption of revised forms of consent (such as “broad consent”) 
for appropriately safeguarded secondary use of data for AI in health care in Canada.”35 Importantly, the 
Canadian Association of Radiologists also recommends advocating for programs to educate the public and 
increase awareness of the benefits of sharing personal health data that is fully anonymized as well as harm-
reduction strategies.35 Thus, the use of AI in health care has prompted consideration of how models of data 
governance and informed consent (including modified, dynamic, and broad consent, or waivers of consent) 
can evolve in an attempt to balance considerations of privacy and autonomy, the purported benefits of the 
use of AI technologies, and public interest.24

Multidisciplinary Data-Governance Team Throughout the Product Life Cycle
The identified guidance emphasizes the importance of a multidisciplinary data-governance team that is 
leveraged throughout the life cycle of the AI product. The team can be enhanced by including members 
from diverse areas such as privacy, security, IT, legal, clinical, ethics, industry, science, and senior 
management.28,32 This concept also coincides with participatory co-design, which the literature describes as a 
way to overcome AI implementation barriers in primary health care in Canada.49

Monitoring, Maintenance, and Sustainability
Certain considerations must be made to ensure proper data protection, such as conducting regular audits 
to ensure ongoing compliance with all relevant regulations, developing a security control profile to monitor 
and mitigate the identified risks to privacy and security, and maintaining a process for assessing risks of 
re-identification.29,32

There are, however, situations where some patients may be less concerned about privacy and data 
protection considerations and believe that these may be superseded by access to care. Specifically, the 
patient contributor suggested that, in a crisis, she felt that most people would not be thinking of privacy and 
data sharing; instead, she would be focused on diagnosis, treatment, and survival. The patient contributor 
suggested that there might be a divide regarding privacy concerns, with some individuals potentially being 
more protective of their privacy and wanting more testing and validating of newer technologies before 
embracing them, while others might be more accustomed to sharing their data and interacting with newer 
technologies. In addition, the patient contributor expressed curiosity about whether patients will be informed 
that their clinicians used AI in their diagnosis. She did not know whether the technology was in use at 
the time of her stroke. Moreover, she briefly shared concerns about the safety of information and storage 
reliability.
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Technical Security (Section C3 of DTAC)
Applying DTAC’s Section C2 to the Health Care Context in Canada
The technical security section of DTAC provides considerations to establish that the DHT meets industry 
best-practice security standards (e.g., ensuring that testing and measures against cyber threats and proper 
requirements are in place).19 In the UK, the related considerations for technical security are nationally 
governed through the National Cyber Security Centre. The technical security considerations where we 
identified an equivalent measure, strategy, or policy in Canada were federally governed through Innovation, 
Science and Economic Development Canada, Communications Security Establishment Canada, or 
Health Canada.

For the UK, DTAC asks for a Cyber Essentials certificate. CyberSecure Canada from Innovation, Science 
and Economic Development Canada is a federal cyber certification program that aims to raise the cyber 
security baseline among small and medium-sized enterprises (SMEs) in Canada, increase consumer 
confidence in the digital economy, promote international standardization, and better position SMEs to 
compete globally.60 To be eligible for certification, the organization must implement the security controls in 
the National Standard CAN/CIOSC 104:2021 Baseline cyber security controls for SMEs.61 Moreover, the 
Canadian Centre for Cyber Security (part of Communications Security Establishment Canada) has published 
updated cyber security guidance for SMEs.62

DTAC also asks for a summary report of an external penetration test of the product that includes Open 
Web Application Security Project (OWASP) top 10 vulnerabilities from within the previous 12-month 
period. The OWASP Foundation is a not-for-profit organization with educational resources, guidelines, and 
open-source tools to help improve the security of SMEs’ software. It provides guidance on the OWASP 
top 10 vulnerabilities63 and penetration testing methodologies applicable to both the UK and Canada.64 For 
additional direction, Health Canada has published a guidance document outlining premarket requirements 
for medical device cyber security, which mentions structured penetration testing.41 The Canadian Centre for 
Cyber Security guides the top measures to enhance cyber security for SMEs65 (ITSAP.10.03566). Compared 
with guidance from Canada, the UK’s National Cyber Security Centre provides more details on producing 
clean and maintainable code.67

DTAC asks to confirm whether all privileged accounts have appropriate multifactor authentication (MFA). 
In Canada, we have guidance on MFA for organizations and individuals,68 and strong user identification 
(e.g., MFA) is enforced as a top measure to enhance cyber security for SMEs (i.e., recommended but 
not mandated).65 DTAC also requests that logging and reporting requirements be clearly defined.19 The 
Canadian Centre for Cyber Security provides information about network security logging and monitoring 
(ITSAP.80.085), including a checklist of best practices (i.e., recommended not mandated).69 It is unclear 
whether Canada has recommended or mandated guidance on load testing. The details about load testing in 
the DTAC guidance are sparse, limiting our ability to find equivalent measures. Overall, it appears that we 
have technical security measures equivalent to DTAC in the health care context in Canada.
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Additional Considerations for AI-Enabled Medical Devices
Monitoring, Maintenance, and Sustainability
The Vector Institute emphasizes that measures to secure data should be defined (e.g., encryption methods, 
access controls, firewalls) and, to ensure data security, regular audits should be conducted (i.e., a 
component of the sustainability strategy of the AI tool).32

Interoperability (Section C4 of DTAC)
Applying DTAC’s Section C4 to the Health Care Context in Canada
The interoperability section of DTAC establishes how well the product exchanges data with other systems.19 
In the UK, the related considerations for interoperability are nationally governed through the NHS and 
Government Digital Services. In Canada, we identified similar measures, strategies, and policies related 
to interoperability criteria at the federal (e.g., Treasury Board of Canada Secretariat) and provincial and 
territorial levels (e.g., Ontario Health). Moreover, organizations such as the Healthcare Information and 
Management Systems Society use maturity models at the organizational level to measure interoperability 
and support digital health implementation.70

DTAC includes questions about application programming interfaces (APIs) and whether the AI product 
exposes any API or integration channels for other consumers. APIs provide an efficient and controlled 
way to make data accessible to other systems remotely.71,72 Still, direct system-to-system access enabled 
through APIs increases the risk and impact of a security breach.71,72 The Government of Canada provides 
API guidance73 and API security best practices74 that describe industry standards for secure interoperability 
(e.g., OAuth 2.0,75 among others). We also identified the digital health information exchange (DHIEX) 
standard, a regulatory framework allowing Ontario Health to define and implement the health information 
standards and requirements for interoperability specifications.76 It is unclear whether other provinces or 
territories have similar frameworks. In the UK, an NHS number is used to identify patient record data, 
which does not apply to Canada’s current health care structure.77 Relatedly, the federal Minister of Health 
introduced Bill C-72 in June 2024, An Act Respecting the Interoperability of Health Information Technology 
and to Prohibit Data Blocking by Health Information Technology Vendors, also called the Connected Care 
for Canadians Act.78,79 Bill-72 is intended to enable a more connected health system by ensuring that health 
IT that is licensed, sold, or supplied as a service by a vendor is interoperable and to prohibit data blocking 
by the vendor.78,79 Bill-72 seeks to establish a framework that allows for the safe and secure exchange 
of health data, enabling patients better access to, and more control over, their PHI.78 DTAC includes the 
assessment question, “Is your product a wearable or device, or does it integrate with them? If yes, provide 
evidence of how it complies with ISO/IEEE 11073 Personal Health Data (PHD) Standards.” The International 
Organization for Standardization is an industry standard that applies in Canada.80 Moreover, Canada Health 
Infoway has been responsible for licensing, defining, and maintaining pan-Canadian standards that promote 
interoperability,81 and produced a shared pan-Canadian interoperability roadmap.82 This roadmap highlights 
systemic interoperability challenges within Canada, including the interoperability (or lack thereof) of systems 
to share electronic health information, a component of implementation that affects providers, patients, care 
coordination, and collaboration.82 The roadmap includes pan-Canadian interoperability strategic goals, 
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including reducing data blocking and easing portability; improving provider access to patient data at point-
of-care; enabling patient access to their health record; and improving care coordination and collaboration.82 
Canada Health Infoway also produced a primer for sharing PHI for interoperability, which includes an 
overview of privacy laws in Canada and practical approaches to privacy for interoperability.83 Overall, Canada 
appears to have similar API guidance for interoperability considerations.

Additional Considerations for AI-Enabled Medical Devices
Technical Infrastructure and Integration
We identified guidance highlighting the importance of having a technical integration strategy and defining 
integration points, as applicable.32 The Vector Institute describes an integration point as where an ML 
solution interfaces with existing health care infrastructure.32 The guidance emphasizes that it is essential 
to have a proper integration point with the clinical workflow and systems for health care deployment of 
AI solutions because it ensures that these systems “effectively augment medical professionals’ decision-
making, enhancing efficiency, and improving patient outcomes without disrupting existing processes that 
need to be preserved.”32 For example, the guidance advises asking the following question: “How does AI 
product fit into the current clinical workflow and IT systems?”32

Monitoring, Maintenance, and Sustainability
Health Canada’s draft guidance for MLMDs reiterates the need for manufacturers to provide performance or 
bench testing or software verification and validation information (e.g., evidence to support intercompatibility 
with all supported input and output devices).31 The following are a few examples of interoperability 
considerations identified by the Vector Institute as part of a sustainability strategy for an AI tool: the AI 
system should fit seamlessly into the existing clinical workflows to minimize disruption to the current system 
(to reduce resistance and improve the likelihood of long-term adoption) and AI applications should be user-
friendly, following best practices for user-centred design, should integrate smoothly with existing systems to 
encourage widespread adoption, and should be easy to use and understand for end-users (e.g., clinicians, 
medical staff, patients).32 The Vector Institute also suggested that designing the simplest model possible with 
the fewest features can improve model interoperability.32

Usability and Accessibility (Section D1 of DTAC)
Applying DTAC’s Section D1 to the Health Care Context in Canada
The usability and accessibility section of DTAC provides considerations to ensure the DHT product has 
followed best practices and meets user needs. In the UK and Canada, the related considerations for usability 
(e.g., simplicity and reliability of service) and accessibility (e.g., engaging with users and understanding their 
needs, ensuring everyone can use the service and can use and contribute to open standards) are governed 
at the national level. This core area of DTAC draws on the UK’s NHS Service Standard.84 The Government 
of Canada’s Treasury Board of Canada Secretariat published Digital Standards85 that generally complement 
the points described in the NHS standard. These digital standards intend to improve government services in 
the digital age and are targeted for government practice (i.e., not directed to industry or consumer products 
specifically).85 However, the content, headings, and descriptions provided in these standards largely overlap 
with the NHS Service Standard. For example, DTAC emphasizes the need to understand users and their 
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needs in the context of health and social care by asking, “Do you engage users in the development of the 
product?”19 This question aligns with NHS Service Standard Point 184 and the Government of Canada’s 
Digital Standards, Design with Users.85 There are some instances where the wording in the UK Service 
Standard and Canada’s Digital Standards do not fully overlap (e.g., choose the right technology, D1.9; 
operate a reliable service, D1.11). However, this seemed to be covered by the information presented in the 
interoperability section of DTAC and by specific AI considerations from the identified guidance (e.g., technical 
infrastructure and integration, monitoring, maintenance, and sustainability). The Government of Canada 
Digital Standards are the closest equivalent identified for the health care context in Canada, and it is unclear 
whether there are other service standards in place for industry and/or consumer products.

DTAC also describes the need for the service to be usable by everyone and comply with the Web Content 
Accessibility Guidelines, an international standard, which are used in the UK and Canada. It is noted that the 
Treasury Board of Canada Secretariat is currently reviewing its Standard on Web Accessibility. As a part of a 
commitment to an accessible and barrier-free Canada, it is currently recommended that organizations adopt 
the Harmonized European Standard (EN 301 549) and adhere to the guidance available in the Guideline on 
Making Information Technology Usable by All.86 Therefore, this DTAC section seems to have counterparts in 
Canada’s health care context.

Additional Considerations for AI-Enabled Medical Devices
Transparency, Explainability, and Intelligibility
WHO Guidance: Ethics and Governance of Artificial Intelligence for Health24 highlights the importance 
of ensuring transparency, explainability, and intelligibility. WHO states transparency requires sufficient 
information to be published or documented when designing and deploying an AI technology that considers 
the individuals involved in patient health care across the product’s life cycle (e.g., patients, health care 
providers, users, regulators).24,28 Canada Health Infoway emphasizes the value of explainable AI in health 
care as enhancing trust (e.g., “providing explanations to patients will help foster trust and reassure them 
about the AI system’s safety and equity”); compliance (e.g., “regulations are now moving toward requiring 
explanations be provided when AI systems decide or support decision-making. Knowing how to effectively 
explain AI decisions to a variety of stakeholder [user] groups will help mitigate the risks of non-compliance.”); 
and enhanced service delivery (e.g., “providing explanations to patients helps ensure that AI-supported care 
delivery is patient-centric”).28 Further, Canada Health Infoway28 provides an extensive list of considerations 
regarding:

• best practices for transparency and explainability policies and procedures (e.g., “establish a process 
of stakeholder [user] engagement to assess what would constitute a meaningful explanation,” 
“identify within your organization those that will be accountable to manage and oversee explainability 
requirements”)

• questions for AI vendor assessment (e.g., “What mechanisms does the vendor propose to make the 
system more transparent and explainable? For example, disclosing what training data was used, 
which variables contributed most to a specific outcome, and what data quality tests were conducted 
to ensure that the system performs as intended.”)
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• transparency- and explainability-related questions organizations can ask when assessing the 
potential risks of an AI system (e.g., “Is the system’s technique compatible with the required level 
of explainability [e.g., consider that using deep learning techniques may yield lower levels of 
explainability]?”).28

Inclusiveness, Equity, and Minimizing Bias
WHO Guidance: Ethics and Governance of Artificial Intelligence for Health24 highlights the importance of 
inclusiveness, equity, and mitigation of bias. Bias threatens inclusiveness and equity because it represents 
a departure, often arbitrary, from fair and equitable treatment and outcomes.24 WHO states “inclusiveness 
requires that AI used in health care is designed to encourage the widest possible appropriate, equitable 
use and access, irrespective of age, gender, income, ability or other characteristics.”24 Strategies must be 
in place to identify and reduce bias in AI technologies. For example, if health-related AI systems are trained 
using nonrepresentative data (e.g., they exclude equity-deserving populations), this could reinforce or 
worsen existing discriminatory treatment in the health care system.87

We identified guidance that showcases some examples of necessary risk management for bias. It should 
be ensured that clinical study participants and datasets represent the intended patient population.15,32 For 
example, “data collection protocols should ensure that the relevant characteristics of the intended patient 
population (for example, in terms of age, gender, sex, race, and ethnicity), use, and measurement inputs are 
sufficiently represented in a sample of adequate size in the clinical study and training and test datasets so 
that results can be reasonably generalized to the population of interest.”15 Mismatches between the study 
populations and target populations could lead to a risk that the performance of the AI technology may not be 
applicable in all clinical settings (i.e., spectrum bias).88 The Vector Institute states that representativeness 
helps ensure the “model can generalize well to new and unseen data, improving predictive accuracy.”32 
AI developers should ensure that AI data, especially training data, do not include sampling bias and are 
accurate, complete, and diverse.24 This also helps assess usability and identify circumstances where the 
model may underperform.15 According to Health Canada’s draft guidance, manufacturers should apply 
sex- and gender-based analysis and consider the unique anatomic, physiological, and identity characteristics 
of patients over the MLMD’s life cycle (i.e., design, risk management, data selection and management, 
development and training, testing and evaluation, clinical validation, transparency, and postmarket 
performance monitoring).31 “This includes considering sex and gender, racial and ethnic minorities, elderly 
and pediatric populations, and pregnant people and collecting and analyzing disaggregated data on 
subpopulations in clinical studies, training data, and test data, as appropriate.”31 WHO also states “the effects 
of use of AI technologies must be monitored and evaluated, including the disproportionate impact on specific 
groups of people when they mirror or exacerbate existing forms of bias and discrimination” (i.e., reiterates 
monitoring, maintenance, and sustainability considerations).24

We acknowledge that algorithmic bias can be considered a clinical safety or usability consideration. For this 
review, we aligned bias considerations with usability, as discussed in the Government of Canada’s Digital 
Standards,85 described in the usability and accessibility section. Nevertheless, we recognize the importance 
of mitigating algorithmic biases for the overall clinical safety of patients. Moreover, Canada Health Infoway 
includes a thorough checklist for identifying and addressing bias in AI systems to promote responsible and 
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ethical AI development and use.28 The checklist provides several questions at each stage of the life cycle, 
including ideation and feasibility, design and development, validation, and deployment and monitoring. For 
example, the following questions are considerations during deployment and monitoring: “define triggers that 
will automatically alert those responsible for oversight and monitoring of the AI system should the AI system 
begin to behave unexpectedly; if automatic triggers are not possible, define how often the AI system should 
undergo re-validation to ensure it remains free from bias and robust; document acceptable use criteria for the 
AI system to ensure the system is only deployed in an appropriate context; consider algorithmic auditing by 
third parties to ensure that your AI system remains free from bias; if indicators of unwanted bias are found in 
the system, immediately retrain or redevelop the system.”28

An element of equity also involves equitable access to technologies. The patient contributor discussed the 
topic of equitable access to AI technologies by expressing concern about the accessibility of RapidAI (i.e., 
the AI-enabled medical device used as an example) outside of major stroke centres. She wondered whether 
all major hospitals could benefit from this technology to assist in quickly triaging (and potentially transferring) 
patients. She also had concerns about access to services in rural and remote community hospitals. This 
example aligns with Section D1.4 of DTAC: “make sure everyone can use the service.”19

Responsibility and Accountability
WHO states that responsibility can be assured by the application of “human warranty.”24 This implies 
evaluation by patients and clinicians in developing and deploying AI technologies. WHO states that there 
should be accountability when something does go wrong in an application of an AI technology.24 The 
Canadian Association of Radiologists also asserts that guidelines are required before deploying AI tools in 
hospitals to reduce the potential harm and liability for malpractice (e.g., in case of medical error that includes 
AI) and that contingency plans must be in place to deal with temporary pause or cessation of systems use 
(e.g., a triage screening program is paused for re-calibration; the backlog of clinical work must be processed 
in a timely fashion).35

User Buy-In and Organizational Readiness
With the disruptive nature of AI, a change management strategy for implementers of AI-enabled medical 
devices is important for the success of its deployment. The Vector Institute described the importance of a 
change management strategy and dedicated an entire section on how to effect change.32 The Vector Institute 
emphasizes the need to have buy-in from:

• clinical users (e.g., patients, clinicians, organizations)

• informatics team (e.g., a multidisciplinary team of in the areas of data science and analytics, IT 
infrastructure, data management, application development, information security, clinical informatics, 
and quality assurance)

• senior leadership from multiple departments.32

A change management strategy touches on many of the AI considerations already discussed (e.g., risk 
assessment, regulatory compliance, ethics, and compliance) but is described at the organizational level 
with additional considerations, including clinical champions, shared vision, budget allocation, and return on 
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investment.32 They provide examples of risk assessment questions regarding organizational readiness (e.g., 
“Will the AI system affect current employee roles and responsibilities? Will it lead to workforce redundancies? 
Will employees need new training? Are existing policies adequate to cover the safe and effective 
operationalization of the system?”).32

Monitoring, Maintenance, and Sustainability
To strengthen the regulation of AI in or as medical devices, the Canadian Law & HTA Working Group 
suggests that an increased premarket review and continuous postapproval surveillance are needed.87 We 
identified considerations for monitoring AI systems to ensure they perform as intended, including monitoring 
for bias and human accountability, especially after deployment. This broadly extends from DTAC’s Section 
D1.7 consideration: iterate and improve frequently. For instance:

• Examples of questions from Canada Health Infoway for bias and nondiscrimination assessment 
during deployment and monitoring: “Define triggers that will automatically alert those responsible 
for oversight and monitoring of the AI system should the AI system begin to behave unexpectedly; if 
automatic triggers are not possible, define how often the AI system should undergo re-validation to 
ensure it remains free from bias and robust; document acceptable use criteria for the AI system to 
ensure the system is only deployed in an appropriate context; consider algorithmic auditing by third 
parties to ensure that your AI system remains free from bias; if indicators of unwanted bias are found 
in the system, immediately retrain, or re-develop the system.”28

• An example of a question from Canada Health Infoway for AI vendor assessment: “What human 
oversight mechanisms does the vendor have in place (e.g., are there measures in place that would 
enable a human to intervene in, override, or reverse system outputs effectively?”)28

Limitations
For phase 1 of this review, we mainly relied on publicly available information from government websites. For 
phase 2 of this review, we limited our eligibility criteria to Canada and selected health systems comparable 
to those in Canada (i.e., Australia, France, Germany, Netherlands, and the UK). We acknowledge that other 
countries may offer unique considerations for AI in health care, including countries with health systems 
different from those in Canada, and that we would have missed such considerations in this review. For both 
phases of the review, 1 reviewer conducted all data extraction and synthesis, and there is a possibility that 
relevant information or guidance was missed. We identified guidance with a lot of relevant content, and this 
report aimed to showcase the breadth of implementation considerations for AI-enabled medical devices. 
We acknowledge that implementation is complex and often involves many considerations (e.g., training, 
personnel, infrastructure, social and economic factors) that may fall outside the scope of this report. Instead, 
we have focused on the digital infrastructure elements of implementation and extensively referenced the 
identified guidance to allow our readers to refer to them in more detail, as needed. Thus, this review aims to 
serve as a foundational report that can be tailored for each AI topic. Moreover, this report is not a systematic 
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review and does not involve a critical appraisal of the literature. Thus, conclusions or recommendations 
about the value of or place in therapy for AI are outside this report’s scope.

We leveraged patient engagement from the concurrent RapidAI review. Although we had intended to engage 
with 3 individuals (i.e., 2 patients and a clinician), we had limited response to our outreach during the 
RapidAI review and engaged 1 patient contributor in the end. Our approach also required individuals to have 
access to reliable technology, phone, and internet access to view our recruitment initiatives and participate 
as contributors, which could have excluded some voices. It is worth considering whether people without 
reliable access to communication technologies would also face unique challenges or considerations around 
access to or use of DHTs that may not be captured in this review. Moreover, we cannot presume the opinions 
of 1 patient contributor engaged in the review of a specific AI technology reflects other patients’ perspectives 
on all AI technologies in health care, and we cannot provide clinician perspectives without their participation. 
Therefore, while this implementation review covers all AI-enabled medical devices, to be applicable to 
reviews of specific AI technologies beyond RapidAI, it will likely require some tailoring.

Conclusions and Implications for Decision- or Policy-Making
Application of DTAC to the Health Care Context in Canada
We conducted an implementation review using a phased approach. In the first phase, we sought to 
determine whether and how DTAC applies to the health care context in Canada by exploring whether we 
have equivalent or similar measures, strategies, and policies to implement DHTs safely. Focusing on all 
assessment criteria of DTAC, we provided a high-level summary according to each of the 5 core areas of 
DTAC: clinical safety, data protection, technical security, interoperability, and usability and accessibility. Taken 
together, DTAC generally applies to the health context in Canada, with equivalent or similar guidance in 
place with some important caveats, which are summarized in this section.

For clinical safety, Canada appears to have similar medical device regulations, conformity declaration 
policies, and certain risk-management activities. However, there may be differences in what the UK requires 
compared with Canada, such as documentation. For example, the NHS provides templates for a “clinical 
risk management system,” which we did not identify on Health Canada’s website. Additional investigation is 
required to determine whether the forms, guidance, policies, and laws that Health Canada provides on its 
website provide sufficient coverage to fulfill DTAC’s clinical safety criteria.

When considering the data-protection domain, the UK’s personal and health information data-protection laws 
fall under the national government. Canada has many privacy laws in place, and the level of governance 
depends on the data type and jurisdiction. For example, personal information is governed at the federal level, 
and health information is governed at the provincial or territorial level. In addition, the Government of Canada 
has tabled Bill C-27, Digital Charter Implementation Act, 2022, which would update or replace current 
laws.54,55 Although Canada’s data-protection laws are nuanced, it appears that our nation has equivalent laws 
to address DTAC’s considerations for data protection.
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For technical security, it appears that DTAC has equivalents in the health care context in Canada. 
Specifically, we identified guidance and policies that correspond well with the DTAC assessment criteria 
for this domain (e.g., CyberSecure Canada for a cyber security certificate and guidance on MFA for 
organizations). We did not identify policies about load testing, but this may be because there was little 
context on this in the DTAC guidance, limiting our ability to look for equivalents.

Canada appears to have similar API guidance for interoperability considerations as the UK and complies 
with international standards, including ISO/IEEE11073 Personal Health Data Standards and OAuth 2.0. 
Compared to the UK, interoperability regarding electronic health records is more complex in Canada, 
given that, in Canada’s current health care structure, electronic health records are not managed at the 
federal level.77

For usability and accessibility strategies, DTAC drew primarily from the UK’s NHS Service Standard,84 and 
Canada’s published Digital Standards85 that generally complement the points described in the NHS standard. 
There are some instances where the wording of the UK and Canada standards do not fully overlap, but this 
seemed to be covered by the information presented in the interoperability section of DTAC and by specific AI 
considerations from the identified guidance. DTAC describes the need for compliance with the Web Content 
Accessibility Guidelines, which are used in both the UK and Canada. Therefore, this section of DTAC also 
has equivalents in the health care context in Canada.

Ethics and Equity Considerations
Considering the overall purpose of DTAC, many ethics and equity considerations for DHTs are already 
embedded in the assessment criteria. The ethical considerations for DHTs are mainly found in the data 
protection domain, which relates to data privacy, management, and ownership concepts (i.e., Domains 
C2.3, C2.5, C2.5.1 of DTAC). WHO guidance also reflects similar ethical considerations.17,89 The equity 
considerations for DHTs are mainly found under the usability and accessibility domain, which primarily 
relates to the involvement of relevant users (e.g., patients, caregivers, providers) in technology design, and 
whether their needs are incorporated into elements of technology design (i.e., Domains D1.1, D1.1.1, and 
D1.2 of DTAC). For example, DTAC asks to consider whether a diverse range of users were engaged, and, 
if not, who may not have been included and whether that has implications for how the subsequent questions 
may be answered (e.g., are there aspects of the user journey that may not have been considered?). Similar 
equity considerations are reflected in the Scottish Health Technology Group’s HTA framework.17

WHO Guidance: Ethics and Governance of Artificial Intelligence for Health has 6 fundamental ethical 
principles for AI use for health that align with certain DTAC criteria but offer more specific considerations for 
AI technologies versus broader considerations for DHTs. WHO’s fundamental ethical principle 1 (protect 
human autonomy) falls largely under DTAC’s data-protection domain. This can be investigated by looking at 
human control over the technology, including full informed consent to all aspects of the technology and its 
application and elements of how personal data are used and managed to protect privacy. Data governance 
in Canada also requires considering and respecting First Nations, Inuit, and Métis data sovereignty principles 
(e.g., the First Nations principles of OCAP® [ownership, control, access, and possession],90 Manitoba 
Métis principles of OCAS [ownership, control, access, and stewardship],91 and Inuit Qaujimajatuqangit92), 
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which have implications for guiding the respectful governance of data collected with, from, or about 
Indigenous Peoples in Canada. Additionally, there are other data-governance frameworks and principles 
for equity-deserving groups that help establish data sovereignty and promote accountability, fairness, and 
transparency. For example, the Engagement, Governance, Access and Protection Framework93 guides the 
collection, management, analysis, and use of race-based data from Black communities. WHO’s principle 2 
(promote human well-being, human safety, and the public interest) largely falls under DTAC’s clinical safety 
domain and invites us to consider both impacts on individuals and groups or communities. Principles 3 
to 6 (ensure transparency, explainability, and intelligibility; foster responsibility and accountability; ensure 
inclusiveness and equity; and promote responsible and sustainable AI) relate to DTAC’s usability and 
accessibility domain. As emphasized in the Scottish Health Technology Group’s HTA framework17 and 
DTAC,19 WHO’s principle 4 reflects the importance of including patients and providers (and their values) 
in the technology design and considering who or what is accountable for the AI algorithm’s decisions in its 
design and application.

Summary of Identified AI Considerations
In the second phase, our review aimed to identify implementation toolkits, guidance, and recommendations 
specific to AI and relevant to Canada to supplement DTAC, in case there are any important additional 
considerations for AI-enabled medical device use in Canada. We identified guidance from Canada and 
international guidance from WHO, Australia, France, and the UK. We found many additional considerations 
for AI-enabled medical device use in Canada, which we describe under the most relevant of the 5 core areas 
identified by DTAC. The AI consideration themes include monitoring, maintenance, and sustainability; AI data 
governance and data protection; multidisciplinary data-governance team throughout the product life cycle; 
technical infrastructure and integration; transparency, explainability, and intelligibility; inclusiveness, equity, 
and bias; responsibility and accountability; and user buy-in and organizational readiness. Each of these AI 
considerations serves its own purpose and is described in the findings section to explain how they can be 
considered for AI-enabled medical device implementation.

The most recurring AI considerations discussed across all DTAC core assessment criteria were monitoring, 
maintenance, and sustainability across the life cycle of the AI product, highlighting its importance. We believe 
this theme extends beyond DTAC’s Section D1.7 consideration to “Iterate and improve frequently,” as it 
has implications for all 5 core areas of DTAC, especially clinical safety. This coincides with the concept of 
iterative implementation, which is described in the literature as a way to overcome AI implementation barriers 
in primary health care in Canada.49 A key AI data-governance consideration is protecting human autonomy 
(i.e., maintaining human control of health care systems and medical decisions) and allowing individuals to 
opt out of being included in the data used to train or run the AI system.28 Transparency, explainability, and 
intelligibility are considerations specific to AI systems and require close consideration. AI models must be 
interpretable and explainable for all knowledge users to understand their decision-making process.32 A known 
concern for AI-enabled medical devices is algorithmic bias, and the identified evidence highlighted some 
ways to conduct risk-management strategies for bias, such as ensuring AI data are representative of the 
intended population and are therefore accurate, complete, and diverse.15,24 Another key AI consideration was 
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responsibility and accountability, which are needed if something goes wrong when applying AI technology 
(i.e., “human warranty”).24

Recent and Future Developments
Expectedly, guidance for AI-enabled medical devices will continue to evolve as more AI-enabled medical 
devices develop and more health care organizations consider and deploy these products. A recent 
perspective paper published in the New England Journal of Medicine AI discussed a new role some health 
systems have created, the Chief Health AI Officer, to provide specialized leadership.94 This role could include 
developing a comprehensive AI strategy aligned with the organization’s goals, identifying high-impact use 
cases, ensuring effective implementation, and ensuring responsible AI application and compliance with 
evolving regulations.94 Given the number of implementation considerations for AI-enabled medical devices, 
creating the role of Chief Health AI Officer may be a practical decision for health care organizations.

We also noted some emerging regulations in privacy law in Canada (e.g., Bill C-27, Digital Charter 
Implementation Act, 2022;54,55 Connected Care for Canadians Act, 202478,79), and there are also emerging 
regulations in AI, such as the right to contest decisions made by AI systems.28 This idea was reinforced by 
the patient contributor engaged during the RapidAI review, who asked whether patients would be informed 
that AI is involved in making their diagnosis. These examples exemplify the ever-changing landscape and 
perhaps the need for future frameworks to be published as living documents to allow for adaptions as new 
guidance becomes available.

Outside of Canada, the European Union’s landmark Artificial Intelligence Act, the first comprehensive AI law, 
was enacted on August 1, 2024. This act lays the foundation for the regulation of AI in the European Union 
and classifies AI according to its risk: unacceptable risk, high risk, and minimal risk.95 Also, the STANDING 
Together collaboration has developed international consensus-based recommendations to highlight and 
mitigate potential harms caused by bias in data and algorithms to ensure the future of AI-enabled health 
care is inclusive and equitable.96 They provide recommendations intended to address inequitable AI health 
technology performance across the life cycle. Specifically, they list recommendations for documenting 
and using health datasets.96 The extended scientific paper on these recommendations, including detailed 
explanatory text giving context and rationale for each item, is still in development.96 These recent and 
future developments in Canada and internationally will likely help shape the future guidance for AI-enabled 
medical devices.

Implications for Clinical Practice and Policy-Making
In this review, we found that many of the safeguards and assessment criteria captured by DTAC in the 
UK setting have equivalent or similar measures, strategies, or policies in place in the health care context 
in Canada, with the exceptions previously noted. Through this work, we identified key implementation 
considerations for health care decision-makers to address for the safe and successful implementation of 
AI-enabled medical devices. While Canada has DTAC-equivalent or similar measures, strategies, or policies 
in place, we do not have a checklist like DTAC that decision-makers can use at the point of procurement 
or implementation of AI. This report helps identify the need for a checklist, like DTAC, for use in Canada. 
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This checklist could be an adaptation of DTAC and include additional implementation considerations for 
AI-enabled medical devices, such as those we identified in this review from organizations like the Vector 
Institute32 and Canada Health Infoway.28 Senior health care decision-makers can use this checklist to ensure 
that AI technologies of interest meet the minimum baseline standards set out by DTAC and inform the next 
steps for the safe and successful implementation of AI-enabled medical devices in Canada.

This implementation review for all AI-enabled medical devices is to be used alongside reviews of specific 
AI technologies, including the concurrent review of RapidAI, and will serve as a foundational report to be 
tailored for each AI topic and updated with the latest developments in the regulation and other aspects of the 
management of AI in the context of Canada.
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